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Tartalmi kivonat

Optimalis erdéforras-tervezés

A hélotervezési és erdforrastervezési technikak kiilonbozo teriileteken és sokféle
formaban jelenhetnek meg. Széles korben alkalmazzak a termelés, tervezés, elosztas,
telepités, erdéforrds-gazdalkodas, pénziigyi tervezés, projekt-menedzsment stb. teriiletén
kiilonb6z6 problémak megoldasara.

A szerzd a doktori értekezésében olyan algoritmusokat mutat be, melyeket széles
korben lehet majd alkalmazni a projektmenedzsmentben, eréforras-tervezésben,
logisztikaban egyedi és kissorozatgyartas termelésiranyitasara.

Olyan moédszereket fejlesztett ki, amely:

- garantaltan véges lépésben megadja az adott célfliggvényre optimalis megoldast;

- hasznalhat6 olyan esetekben, amikor az eréforraskorlat idében nem allando;

- alkalmazhaté a mar elkezdett projektekben 1évé megvaltozott lefutasi ideji, eréforras-
sziikségletli tevékenységek ujralitemezésére;

- hasznalhato ott is, ahol az id6-, koltség- és erdforrasigény egyiittes optimalasa a cél;

- képes tobbfajta er6forrds egyideji, illetve parhuzamosan miikddé projektek kozotti
eroforras-megosztas kezelésére;

- afel nem hasznalt er6forrasok kezelését is biztositja;

- hasznalhatok bizonytalan atfutasi ideji projektek illetve termelési programok

tervezéseére is.



Summary of contents

on Optimal Resource Allocation

Network planning and resource allocating techniques can be used in a variety of
different fields of logistics and project management. These techniques are widely used in
production, planning, distribution, installation, resource management, financial planning
and project management to solve different kinds of problems.

In this dissertation some new algorithms are introduced which could hopefully be
widely used in project management, resource planning and in methodology of small-scale
series production management.

Some new algorithms have been developed which
- result the optimal solution in finite steps, where target function is given;

- can be used with when the availability(s) of resource(s) is/are constant by sections;

- can be used when the project in progress and the duration times and/or resources of
activities are changing;

- can be used to determine a resource allocation with minimal total project time (TPT)
and minimal total project cost;

- are capable of using different resources and can be applied in parallel projects;

- ensure the management of the resources not in use;

- can also be used in stochastic resource allocation.



Zusammenfassung

iiber Optimal Ressourcen-Verteilung

Die Netz-Plantechniken und die Techniken der Ressourcenplanung erscheinen auf
verschiedenen Gebieten und in verschiedenen Formen. Diese Techniken werden
weitverbreitet angewendet, Probleme bei der Produktion, Planung, Zuteilung, Installierung,
Ressourcenwirtschaft, finanziellen Planung, bei dem Projekt-Management usw. zu losen.
Im Artikel werden solche Algorithmen vorgestellt, die bei dem Projekt-
Management, der Ressourcenplanung und Steuerung von Einzelherstellung oder von
kleinen Serien in der Logistik hoffentlich weitverbreitet angewendet werden kdnnten.
Neue Algorithmen wurden entwickelt, die
- die optimale Losung von einer angegebenen Zielfunktion nach endlicher Schrittzahl
ergeben;

- auch in Fillen, wobei die grenzen der Ressourcen keine Festwerte sind, angewendet
werden konnen,;

- auch fiir die Neutaktierung von Tétigkeiten, bei denen die Ressourcenanforderungen
oder die Ablaufszeit wihrend des Prozesses gedndert werden, geeignet sind,

- fiir solche Probleme angewendet werden konnen, wo das Ziel die Gesamtoptimierung
von Zeit-, Kosten- und Mittelanforderungen ist;

- gleichzeitige Behandlung von verschiedenen Ressourcen bzw. Ressourcenverteilung
zwischen parallelen Prozessen ermdglichen;

- die Behandlung von den nicht verwendeten Ressourcen versichern;

- fiir Projekte mit unsicher durchlaufene Zeit und fiir Konstruktion der

Produktionsprogramme benutzbar sind.



A témavalasztas indoklasa

Az erbforras-elosztas problémajaval eldszor egyetemistaként Szervezéstechnika cimii 6ran
talalkoztam. Az itt tanult modszerrel egy projekt tevékenységeit ugy kellett beiitemezni,
hogy a tevékenységek eréforrasigényei ne 1épjék tul a rendelkezésre allo eréforraskorlatot.
Mar az 6ran felfigyeltem, hogy ez a mddszer csak egy megengedett megoldast szolgaltat.

Ennek a modszernek a kiegészitését, mellyel a tevékenységek lehetd legkorabbi
kezdését lehetett meghatarozni (a rendelkezésre allo tevékenységek erdforraskorlatainak
figyelembevételével) egyetemistaként készitettem el egy hétoldalas beadando feladat
formajéaban.

Az eljarast tovabbfejlesztettem; tobb hazai és nemzetkdzi konferencian is
bemutattam, ¢s még 2001-ben szabadalmaztattam. Tobbszor indultam intézményi és
orszagos Tudomanyos Didkkori versenyen, melyeken valamennyiszer dijazasban
részestiltem. 2001-ben pedig dolgozatommal megnyertem a Magyar Logisztikai Beszerzési
¢s Készletezési Tarsasag éves didkpalyazatat.

Ekkor dontottem el, hogy ezzel a témdval szeretnék tovabb foglalkozni
doktoranduszként is. Témavezetom egykori szervezéstechnika-tanarom lett, akinek ezuton
is koszonetet szeretnék mondani azért a sok segitségért, amivel egyetemi, doktoranduszi

munkamat segitette.
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éveim alatt és Osztondijas PhD hallgatoként abban, hogy munkamat a lehetd legjobb
tudasom szerint végezhessem el.
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igazgatdjanak.
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l. Irodalmi attekintés, alapfogalmak

1. Irodalmi attekintés, alapfogalmak

1.1 Bevezetés

Egy szervezet, legyen az profitorientalt véllalkozas vagy kozszolgaltatast megvalositd
korményzati szerv, minden esetben valamilyen - tobbé-kevésbé jol koriilhatarolhato - feladat
ellatdsa érdekében miikodik. Ilyen kozvetleniil teljesitendd cél lehet bizonyos termékek
eldallitasa €s értékesitése, szolgaltatasok teljesitése stb. [126, 158, 159]

Egy miikodd szervezet napi feladatait, valamint a feladatok teljesitésének
koriilményeit €s feltételeit hosszabb-rovidebb tavon a szervezet belsé adottsagai és az azokon
keresztiil érvényesiild kiilsé kornyezet alakitja ki, illetve hatarozza meg. A belsd és a kiilsé
koriilmények valtozasaval sziikségszeriien egyiitt jar egy szervezet napi feladatainak valtozasa
is, mert sziikségszertve, €s gyakran ezzel egyiitt lehetévé is valik példaul a korabban gyartott
termékek modositasa, esetleg 1j, korabban nem gyartott termékek vagy szolgaltatasok
bevezetése. Az esetek tobbségében azonban nemcsak a teljesitendd napi feladatok
modosulnak, hanem ezek teljesitésének szervezeten beliili koriilményei is megvaltoznak, igy
példaul uj technolégidk keriilnek alkalmazasra, uj gyartokapacitasok jonnek létre, 0j piacok
keriilnek megszerzésre, 1j szervezeti struktira ¢és 1j tulajdonosi Osszetétel, illetve
tulajdonforma alakul ki stb. Az ilyen valtozdsok kozben természetesen az adott szervezet
folyamatosan teljesiti és megvaldsitja egy adott idészak napi feladatait és kdzvetlen céljait.
[158, 159]

Ez a szervezetek miikodésében megnyilvanuld kettdsség - rovid tdvon a napi feladatok
folyamatos teljesitése viszonylag azonos belsé koriilmények kozott, hossza tdvon pedig a napi
szinten ellatand6 tevékenységek valtozasa vagy azok teljesitési koriilményeinek az 4talakuldsa
- nyilvanvalova teszi, hogy egy szervezet vezetése tobbdimenzios feladat.

A vezetés egyik dimenzidja a szervezetben, hogy biztositsa az éppen aktualis
kozvetlen célok és napi feladatok folyamatos és eredményes teljesitését, igy példaul egy
szériatermékeket eldallitd vallalatndl a beszerzést és készletezést; a gyartast, Osszeszerelést €s
mindségellendrzést; a raktarozast €és értékesitést; valamint a realfolyamatokkal 6sszefiiggd
pénziigyi, szamviteli és egyéb adminisztrativ tevékenységeket. A vezetés ebben a

dimenzidjaban un. operativ menedzsment. [158, 159]
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Az éppen aktualis kozvetlen célok €s napi feladatok folyamatos teljesitése mellett egy
szervezet vezetOségének szembe kell néznie a valtozésokkal is. A vezetésnek ebben a
mindségében a kiilsé koriilmények varhatd valtozasaibol, valamint a belsé adottsdgok
sajatossagaibol meg kell hatdroznia a szervezet jovobeni valtozasi palyéjat, ki kell jeldlnie azt
az allapotot, amelyet fennmaradasa érdekében a jovoben el kell érnie. Természetesen ahogy
maga a kdrnyezet és a szervezet belsd adottsagai is valtoznak, annak megfelelden valik tobbé-
kevésbé folyamatossd a szervezet valtozasi palydjanak alakitisa is, és igy Gjabb és ujabb -
egymast idében kovetd, de egymdsnak nem sziikségszeriien ellentmondd - célallapotok
jelennek meg a szervezet jovOképében. A vezetés ebben a dimenzidjaban stratégiai
menedzsment. [158, 159]

Redlis jovokép kialakitdsa esetén - €és az annak megfeleld redlis stratégiai célok
megfogalmazasat is feltételezve - a szervezet jovobeni miikodoképessége nagymértékben a
stratégiai célok realizdldsanak mikéntjén mulik, ugyanis a stratégiai célok megvaldsitasanak
eredményei egy bizonyos iddszakra a napi operativ tevékenységek részévé valnak, és
jelentdsen befolyasoljak a szervezet miikodésének eredményességét. Egy szervezetben a
jovOkeép elérése érdekében egyidejiileg tobb stratégiai cél és részcél is megfogalmazasra kertil,
¢s ezek megvalositdsa sokszor parhuzamosan, illetve egymassal bizonyos atfedésben vagy
egymasutanisagban torténik. A stratégiai célok ¢€s részcélok realizaldsanak folyamatai
nemcsak id6ben kiiloniilhetnek el egymadstdl, hanem a szakmai tartalom tekintetében is (pl. Uj
termék kifejlesztése, a gyartokapacitas létrehozdsa, a termék piaci bevezetése), igy e
vonatkozasban a stratégia realizalasanak egy-egy jol koriilhatarolhatd, komplex és egyszeri
feladatait is képezik. Ezek a feladatok mind az operativ menedzsmenttél, mind pedig a
stratégiai menedzsmenttdl eltérd vezetési szemléletet, tovabbad eltérd moddszereket és
technikdkat hoztak magukkal a szervezetek vezetésében. Ezért ebben a dimenzidjdban a
vezetés elsOsorban projektmenedzsment. [158, 159]

A szervezetek vezetésének ez a harmas megnyilvanulasi modja gyakorlatilag minden
szervezetben tetten érhetd, noha sok esetben mindez nem tikrozddik a szervezeti
struktirdban. Természetes, hogy kisméretli vallalkozasban ezek a funkciok nem kiiloniilnek
el, és ugyanigy természetes, hogy nagyméretii szervezetekben a stratégiaalkotds, a
projektiranyitds €és az operativ vezetés funkcidi mintegy lathatdé modon visszatiikrozédnek a
szervezeti strukturaban is. [158, 159]

A projektmenedzsment tehat egyfajta koztes kategoria a vezetés stratégiai €s operativ

szintjei kozott, és mint ilyen, a stratégiai célok realizalasat valositja meg, amelynek

2



l. Irodalmi attekintés, alapfogalmak

kovetkeztében a stratégiai célok a napi operativ mitkodés szintjére transzformalddnak, vagyis

az elkésziilt projekteredmény integralodik a szervezet napi operativ folyamataiba.
Gyakorlatilag ezzel valosul meg a stratégidban megfogalmazott valtozds. Ebben az
értelemben a projektmenedzsment a stratégia megvalositasanak eszkdze, maga a projekt pedig
egy-egy konkrét stratégiai program vagy részprogram, illetve stratégiai akcid vagy annak egy
jol koriilhatarolhato6 része. [158, 159]

A halotervezési technikdk kiilonbozo teriileteken és sokféle forméaban jelenhetnek
meg. A termelés, tervezés, elosztéds, telepités, erdforras-gazdalkodés, pénziigyi tervezés,
projektmenedzsment stb. teriiletén kiilonb6z6 problémak megoldasara alkalmazzak.
[25, 77, 84,137, 191, 197]

Egy beruhdzéds, vagy egy innovécidos projekt megvalositdsandl harom fontos
szempontot kell szem el6tt tartanunk: a lehetd legrovidebb id6 alatt, a lehetd legkisebb
koltséggel kell a projektet megvalositanunk gy, hogy a rendelkezésre allo erdforrasainkat
(munkaerd, anyagok, gépek stb.) ne 1épjiik tal. [4, 158, 159, 306-309]

Miért is fontos, hogy a lehetd legrovidebb idd alatt és a lehetd legkisebb koltséggel
valdsitsuk meg a projektet? Ha egy beruhdzas megvaldsitdsdra tobb cég vagy szervezet
palyazik, akkor altalaban annak a palyazénak van nagyobb esélye a kiirt tender elnyerésére,
aki hamarabb és kevesebb koltséggel tudja a beruhazast megvalositani. Ezt a problémat mar
az Otvenes-hatvanas években haldtervezés (pl. CPM, MPM, PERT), iitemezés [184-186, 389]
(pl. Gantt-diagramok, LOB) ¢és ezekhez tartozod koltség-optimalizacios eljarasokkal (pl.
CPM/COST-, MPM/COST-, PERT/COST-moédszerek) kezelni tudtdk. A legnagyobb
problémat az erdforrasok kezelése jelentette. A megvaldsitas soran az eréforrasok kezelésétol
nem tekinthetiink el, hiszen egy projekt esetén a rendelkezésre allo erdforrasaink sziikosek.
Meghatérozott 1étszami munkaerdvel, géppel stb. dolgozhatunk. [25, 134, 158, 159]

Ha azt szeretnénk, hogy a lehetd legrovidebb id6 alatt, a lehetd legkisebb koltséggel
valositsuk meg a projektet vagy a beruhdzast ugy, hogy a rendelkezésre all6 erdforrasokat
(munkaerd, anyagok, gépek stb.) ne Iépjik tul, és az erdforrasokat a lehetd legjobban
hasznaljuk fel, akkor konnyen (akar mar 5 000 elvégzendd tevékenység esetén is) olyan
komplex problémahoz juthatunk, amelyet a mai szamitastechnikai programok csak nagyon
hosszu szamitasi id6vel tudnak megoldani. [202, 298]

A megoldand6 feladatot tovabb bonyolitja, hogy pl. egy beruhazis megvalositasa
soran az elvégzendd tevékenységek megvaldsitasi idejét, (valtozo)koltség-igényét, eréforras-

sziikségletét csak becsiilni tudjuk. [182, 189, 241, 275, 298]




l. Irodalmi attekintés, alapfogalmak

Ertekezésemben olyan modszereket mutatok be, melyek kivalé lehetdségként allnak

rendelkezése a menedzserek szdmdara. Az eljarassal tetszdleges projekt erdforraskorlatos
véve az egyes paraméterek becslésének bizonytalansagat is. A bemutatandé modszereket a
menedzsment teriiletén minden olyan esetben lehet alkalmazni, ahol a lehetd legrévidebb
megoldasi 1d6, a lehetd legkisebb koltség €s optimalis erdforrasfelhaszndléas a cél. Ezen beliil
is a modszert leginkdbb a projektmenedzsmentben, erdforras-tervezésben, logisztikéban,

egyedi termékek gyartasaban lehet alkalmazni.
1.2 Projekt, projektmenedzsment

Az atalam hasznalt mddszereket elsdsorban a projektek tervezésénél, szervezésénél lehet
alkalmazni, ezért szlikséges néhany fogalmat definidlni, miel6tt a halotervezési és erdforras-

allokacios modszereket attekinteném.

Aggteleky Béla: , A projektek idoben lehatarolt, gyakorlati vonatkozasti vagy absztrakt
tervek, amelyek méretiik, bonyolultsaguk, jelentoségiik és egyediségiik miatt a menedzsment
rutinszerit terv- és vezetdi feladatainak keretei kozott 4altaldban nem oldhatok meg

kielégitden.” [4]

Bajna Miklés: ,,A projektek egyedi, egyszer eldforduld, nagyobb, igényes és komplex
problémak, amelyek nagyobb tervezési raforditast, specidlis szakismereteket és esetenként
kiilonleges tervezési eljarast tesznek sziikségessé, ezenkivill pontosan meghatarozhatd kezdési

és befejezéesi idoponttal, terjedelemmel rendelkeznek.” [4]

Gorog Mihaly: ,,Projektnek tekinthetiink minden olyan feladatot, illetve annak végrehajtasat,
amely eltér egy szervezet szokasos, s igy rutinjelleglinek nevezhetd napi tevékenységétol, és

valamilyen egyszeri, komplex feladatot jelent a szervezet szdmara.” [158-159]

Robert J. Graham: ,,A projekt konkrét, altalaban egy meghatarozott koltségvetési és
idokereten beliil elérendd cél megvaldsitasara ideiglenes jelleggel dsszevalogatott emberek és

egyéb erdforrasok csoportja.” [159]
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A ,,projekt" egyetlen definicigja sem felel meg minden projekthelyzetnek, de az ISO
szabvanyokban leirt definiciot a felhasznalok elfogadhatonak tartjak. Az ISO 8402 (1994) a

kovetkezoket allapitja meg:

Projekt: egyedi folyamatrendszer, amely kezdési és befejezési datumokkal
megjelolt, specifikus kovetelményeknek - beleértve az ido-, koltség- és erdforras-
korlatokat - megfelelo célkitiizés elérése érdekében vallalt, koordinalt és kontrollalt

tevékenységek csoportja. [202]

A fenti definicid mind a koltségek, mind a tevékenységek iddtartamait, mind pedig az
er6forrasok kezelését szem el6tt tartja. Ezért ezt a definicidt alkalmazom a tovéabbiakban

értekezésem soran.

Ehhez a definicidhoz az ISO-dokumentumok - a ,,projekt" kifejezés pontositasara -
tovabbi magyarazatokat is fliznek. Az ISO 10006 szabvany - Irdnyelvek a mindségi

projektmenedzsmenthez - a projektek alabbi jellemzd ismérveit kozli: [202]

Ismérvek:

1. A szervezet ideiglenes, és a projekt élettartamara alakitottak.

2. A projekt szamos esetben egy nagyobb projektstruktura részét képezi.

3. A projektcélkitiizéseket és termékjellemzoket folyamatosan lehet meghatarozni és
elérni a projekt idétartama alatt.

4. A projekt eredménye lehet egy termék egy vagy tobb egységének megteremtése.

5. A projekttevékenységek kozotti viszony Osszetett is lehet.

A projektmenedzsment elsddlegesen a valtozasok bevezetéséhez és menedzsmentjéhez
kapcsolodik. Bizonyos szempontbdl minden projekt egyedi, és kiilonbozhet attol a szokasos
lizletviteltl, amelyre az anyacéget létrehoztdk. A projektszervezetet - amelyre gyakran
projekt-teamként hivatkoznak, bar ez a teljes projektszervezetnek csak kis része — azért

alakitjak ki, hogy egy meghatarozott célkitiizést — a projektterméket — valdsitson meg. [202]
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A projektmenedzsment: A vezetéstudomany o©nallo, fliggetlen aga, amely egy ,totélis

rendszerbe" integralja azokat a technikékat, amelyek eldsegitik a projekt céljainak hatékony

¢s eredményes realizalasat. [202]
1.21 A projektek k6zos elemei

A projektterméknek szamos formaja lehet, az egészen fizikaitol (egy 0j varos létrehozasa
vagy egy Uj mozdony megépitése) a virtudlisan absztraktig bezdrolag (folyamat egy
lehetséges vészhelyzet kezelésére). E két szélsdséges eset kozott szamos eltérd termék van,
mindegyik a maga sajatos kovetelményeivel, amelyek eltéré projektmenedzsmentet
igényelnek. Ez a - cégek és iparagak kozott elterjedt - sokszinliség gatolta annak a korai
felismerését, miszerint minden projektnek vannak k6zos elemei. [158, 159, 202]

Ennek ellenére mindegyik projekt rendelkezik az Osszes alabbi tulajdonsdggal vagy

koziliik legalabb néhannyal:

» aprojektnek van terméke, azaz megvaldsitando célja;

» létezik a megvalositést leird projektterv;

» adott a projekt megvalositasara szant idokeret;

» adott a megvalositasra szant koltség;

» létezik a projektidére bontott kdltségterv;

o léteznek a projekttermékkel szemben megfogalmazott mindségi elvarasok,
kovetelmények;

» létezik a projekt megvaldsitasat gatldo bizonytalansagi tertiletek megjelolése, valamint

» azesetleges kockazatok értékelése és a megfeleld reakciok.

A projektkovetd rendszereket ugy kell kialakitani, hogy folyamatosan (real time)
gyljtsék Ossze a megvalositasra €s a koltségekre vonatkozd adatokat. Az adatelemzéshez ¢€s
az elemzés eredményeinek lehetd legrovidebb idon beliili terjesztéséhez megfeleld technikak
¢s eszkozok sziikségesek. Ezek az eszk6zok minden projekt esetében jellemzdek, s a
terméktdl, a projekt méretétdl és attdl az iparagtol fliggnek, amelyben hasznaljak Oket.
[202, 307]

Amikor egy hagyoméanyos funkcionalis alapon miikédd cég rdjon, hogy
kényelmetleniil magas azoknak a projekteknek a szama, amelyekkel foglalkoznia kell, és elég
sok olyan projekt van, ami rendszeres igazgatdsagi konzultaciot és jovahagyast igényel, akkor
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(igazgatosagi szinten) meg kell fontolni a szervezeti felépités modositasat. Gyakran nem
érzékelik, hogy az ilyen valtoztatashoz sok idd sziikséges. Az egyik szerzd a tapasztalatok
alapjan ugy véli, hogy barmilyen méreti cégnél 3-5 év kell ahhoz, hogy az 0j szervezet
zokkendmentesen mitkddjon, illetve kényelmes legyen az emberek szamara. Kézben kérdések
meriilnek fel, egyesek tiltakoznak a nyilvanvald statuszvesztés ellen, politikai mozgasok és
atrendezddések torténnek a projekt ellenében vagy mellett, és kifejlddik a munkat
nagymértékben megkonnyitd nem hivatalos struktura. Kezdetben az egyes projekteket
nemcsak megoldandé problémaként latjak, hanem valami olyan dologként, amivel szemben

ellenallast kell tantsitani. [158, 202]
1.2.1 A projekttervezés elemei

A hivatalos tervezési rendszerre vonatkozo legkorabbi kisérlet a Gantt-diagram volt, amelyet
az egyszerli savos diagrambdl szarmaztattak. A ,,sdvos diagram" vagy ,,savos litemterv"
kifejezés hasznalata mostanra mar altalanossa valt. [202]

A projektterv legegyszeriibb formaja a projektet alkotod tevékenységek idotablazatba
foglalasa. Ez a projektmenedzsment folyamat els6 {6 1épése, kijeloli, hogy ,,mikor", ki és
mit" ,miként" csindl. A finomitds kovetkezd fazisdban azt is meghatirozza, hogy ,milyen
teljesitmény- ¢és mindségszinten" és ,mekkora koltség" mellett. A finomitas egy még
magasabb fokan a tevékenységek elvégzéséhez sziikséges erdforrdsok hozzarendelése is
megtorténik. Ahogy az egyes fazisokat atgondoljuk, sziikség lehet az el6zOk jraértékelésére
€s modositasara. [202]

A projektterv elkészitésének folyamata a projektmenedzser és a projekt-team
felel0ssége. A projektterv elkészitése iteracids és ismétlddo folyamat. A tervet folyamatosan
felil kell vizsgalni ¢és frissiteni, ahogy a projekt kifejlédése soran az ujabb informaciok
hozzaférhetdvé valnak. A projektterv sohasem végleges dokumentum; tervezésre — igaz,
egyre csokkend mértékben, de — egészen a projekt befejezéséig sor keriilhet. A projektterv
képezi az Gsszes projektbeli elorehaladas viszonyitasi alapjat. Ezért a lehetd legpontosabbnak
¢és naprakésznek kell lennie. Egyetlen tervet sem szabad megvaltoztathatatlannak tekinteni —
hiszen ezek munkaeszkozok. [157, 158, 202]

A projektterven beliil mindig szamos, Gn. pojekttervezési szint lesz. A legmagasabb
szinten helyezkedik el az 0sszegzés, amely a felsd vezetésnek szant attekintésként mutatja be
a projekt kulcseseményeit ¢s mérfoldkoveit. Konzorcium-projekt esetén a terv jelzi a
konzorcium tagjai kdzotti munka megallapodas szerinti megosztasat. Az alacsonyabb szintek
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egyre tobb részletet tartalmaznak, mig a legalacsonyabbak megadjdk azon feladatgazdak

tevékenységlistajat, akik egy meghatarozott koltségkdzpontban vagy funkcioban feleldsek a
tevékenységekért. [202]

A tervben mindig szerepel az elvégzendd munka megvalositasi iitemterve. Ez az
litemterv altalaban savos iitemterv formatumu, de célszeriibb, ha a tevékenységek kezdési és
befejezési idopontjainak kiszdmitasdra az Un. halotervezési technikdk valamelyikét
hasznaljuk. A projekt eldrehaladtaval a terveket aktualizalni kell, igy lehetdség nyilik a
végrehajtasra (eldrehaladasra) vonatkozd informacidknak a tervezett megvaldsuldssal vald
Osszevetésére. Hosszu atfutdsi idejii projekt esetén a tervbe foglalt részletek mennyiségének
az idével 0sszhangban kell valtoznia. Rovid tdvnal - amely haromtol hat honapig terjedhet
vagy néhany esetben tovabb - a részletek teljes kiterjesztésének meg kell jelennie, de a
részletezettség az eldrehaladassal parhuzamosan egyre csokken. A részletek szdma minden
egyes frissitésnél vagy ujratervezésnél né. [202]

A terv tartalmazza a projekt koltségvetését €s pénziigyi kimutatdsait, amelyekbdl
lathatd a nettd jelenértékhez igazitott kiadas, bevétel és a nettd cash flow. A projekttervnek
ezt a részEét, ha — a tobbi részhez hasonldéan — bizalmas informacidt tartalmaz, a vezetdk
bizonyos szintjeire lehet korlatozni. [121, 178, 202, 393]

A projekttervben szerepelni fognak a valtozas- €s konfiguracid-menedzsmentre, a
mindségre ¢és beszerzésre, valamint a kockéazatértékelésre vonatkozo tervek is. Ezek
bemutatjadk mind a pénziigyi, mind pedig a szakmai kockéazatokat és azok lehetséges hatasat a
projektre. Ez lehet az anyacégen beliili kiilonallo csoportok munkdja, amelyek a megfeleld
technikara szakosodtak, de a projektet illetden a projektmenedzsernek jelentenek, akinek
egyetértési és jovahagyasi joga van. Ha léteznek kiilonalldo csoportok, akkor elképzelhetd,
hogy delegalnak egy tagot a projekt-teambe a megfelel tevékenységek tdmogatasara. Ha
nagy projektrdl van sz6, vagy a projekt a kezdeményezd cégtdl fizikailag tavol valosul meg,
akkor a projekt-team részeként létrejohetnek tdmogatd teamek a projektterv néhany vagy

Osszes aspektusara vonatkozodan. [202]
1.2.2 A munkalebontasi szerkezet

Az id6 alapu terv elkészitésével egyidejlileg a munkalebontdsi szerkezetet (work breakdown
strukture - WBS) is el kell késziteni, ami a projekt Osszes tevékenységét abrazolja annak
hierarchikusan felépitett felosztasaval. A WBS-t — alkalmazasatol fiiggéen — szamos alternativ
modon lehet felépiteni. Megszokott modszer a termék fobb OsszetevOkre vald felosztasa,
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amelyeket aztan funkciondlis lebontassal vagy koltségkozpontkdddal alcsoportokra €s ismét

Osszetevokre bontanak. A kivalasztott mod éltalaban a projekt tipuséaval, illetve azzal az ipari
vagy kozszektorral van Osszefiiggésben, amelyben elhelyezkedik. [202]

A WBS legalacsonyabb szintje minden esetben tevékenységcsoportokbol all — vagy
egyediilallo tevékenységekbdl, ha elég nagyok — amelyek egy megnevezett egyén — a
feladatgazda — feleldsségét képezik. A feladatgazda feladata a munka elérehaladasanak
beazonositasa, becslése, tervezése, végrehajtasa és jelentése a projekttervnek megfeleléen. A
feladatgazda felelés tovabba a projektterv inputjainak mindségéért, illetve annak
biztositasaért, hogy az elérehaladasi adatokat pontosan szerezzék meg €s a terv szerinti idében
adjak at. Minden egyes feladathoz sziikség van egy ,,munkakimutatasra" (statements of work -
SOW), ami kielégité részletességgel irja le a feladatban szerepld tevékenységeket. Ez
félreérthetetlentil kimutatja a feladatgazda projekt iranti elkotelezettségét, és ezaltal biztositja
a tevékenységi lista adatainak teljességét. A sziikséges adatok magukba foglaljak majd a
becsiilt idétartamot az igényelt er6forrasokkal, koltségekkel, teljesitménymérésekkel egyiitt,
beleértve az egyes megallapitott mindségi kovetelmények értékelésének mikéntjét, az
esetleges kockézatokat és bizonytalansagokat, illetve a jelentési folyamatok részleteit. [202]

Amikor a feladat sajat jogan is alprojekt, tehat a feladatgazda a projekt beszallitojava
valik, akkor a munkakimutatdsnak lehet, hogy egy jogi szerzddés formajat kell magara
Oltenie. Abban az esetben ez természetesen igy lesz, ha a feladatgazda az anyacégen kiviili.
[202, 310]

A projektmenedzsernek a munkamegbizas elfogadésa elétt értékelnie kell és meg kell
vitatnia a feladatgazdak altal biztositott munkakimutatdsokat. A megallapodas szerves része,
hogy a feladatgazda képes a feladat teljesitésére a projekttervben kijelolt idépontban és a
kimutatasban meghatarozottak szerint. Tehat a feladatgazda koteles a megfeleld iddben
megadni az igényelt er6forrasokat anélkiil, hogy mas munkajaba beavatkozna. [202]

A WBS-el egyidejiileg meg kell tervezni a projekttevékenységek kozotti logikai
kapcsolatokat savos iitemtervek alkalmazasadval (ahol a tevékenységek kozotti logikai
kapcsolatokat bonyolult kifejezni), vagy inkabb hélos iitemtervek hasznalataval (amelyekben
a logikai kapcsolatok hasznalata a technika részét képezi). A halds iitemterv két alapvetd
megjelenési modja koziil — tevékenység a nyilakon abrazolva (activity-on-arrow — AoA)
vagy tevékenység a csomoOpontokon abrazolva (activity-on-node - AoN) — barmelyiket

hasznalhatjuk. [202]
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1.3 Haldétervezés

Az el6zé fejezetben emlitett nehézségeket a hdlotervezési technikak csaladjanak
kifejlesztésével oldottak meg.

A halétervezési technikdk (Project Network Techniques - PNT) az 1950-es évek
kozepén ¢és az 1960-as évek elején keletkeztek, amikor ezen technikdk két alaptipusat
fejlesztették ki. Ezek a javasolt projektet lényegében az élek és az azokat Osszekotd
csomopontok sorozatabol felépiild gratként abrazoljak. A diagram (projektmodell) szerkezete
csak a projekt javasolt megvaldsitdsi modszerétdl fiigg, és ugy abrazoljak, hogy a terv logikai
struktirdja konnyen megfigyelhetd és ellendrizhetd legyen. Nem szabad azonban
elfelejteniink, hogy az elkészitett haldterv — barmilyen mas tervhez hasonléan — barmilyen
részletezettséggel késziiljon is, nem a projekt legjobb megvalositasi lehetdségét mutatja be. A
terv csupan az alkotd elképzeléseit onti modell forméaba, s ez a modell lehetdséget ad a
tervezd elképzeléseinek megértéséhez, illetve ha sziikséges, a modell modositasahoz.
[25, 54, 70, 77, 84, 116, 123, 127, 202, 203, 205, 247]

Miutan a diagram vélhetden elfogadhato logikat mutat, meghatarozhatjak a kiilonbozo
tevékenységek idotartamat. Ezutan szdmitdsokkal meghatarozzdk a projekt megvaldsitasi
idejét. Ha az eredmények kielégitok, akkor a projektterv készitését felfiiggeszthetjiik. A
tervezés folytatasara akkor keriilhet sor, ha ujabb informéciok meriilnek fel a projekttel
kapcsolatban. Ha csokkenteni kell a projekt atfutasi idejét, akkor megvizsgdljadk a
megvalosulasi id6tartamot meghatarozo tevékenységeket — a ,kritikus tevékenységeket" —,
hogy lassak, van-e lehetdség az atfutasi idé megfeleld mértéki roviditésére a tevékenység-
idotartamok csokkentésével vagy a terv logikdjanak megvaltoztatasaval. Egy tevékenység
idétartamat megvaltoztatni tulajdonképpen lehetetlen, kivéve ha azt technoldgiai
valtoztatasokkal vagy a tevékenységhez rendelt eréforrds nagysaganak megvaltoztatdsaval
érik el. Sajnos ez gyakran elfogadhatatlan a fels6 vezetés szdmara, melynek tagjai azt hiszik,
hogy egy rendelet kiadasaval mar meg is oldottdk a problémat. ,,Nem érdekel, hogy mi all a
tervében, a feladatot a rendelkezésre all6 eréforrasokkal rovidebb 1d6 alatt kell elvégezni." Ezt
a kijelentést minden tervezd szdmos alkalommal hallja. A javaslatok valtoztatdsa addig
folytatodik, mig elfogadhaté megoldast nem érnek el. [202, 239, 259, 315, 320-321]

Miutéan az 1d6t és a logikat atgondoltuk, néhany eset kivételével sziikséges lehet a terv
jelenlegi alldsa szerint igényelt és a rendelkezésre 4llo erdforrdsok Osszevetése. Ezt a

haloterven torténd 4athaladassal és az egyes idOperiddusokban igényelt erdforrasok
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Osszeadasaval (,,aggregalds") lehet megtenni. Az Osszesitett erdforrasokat (,.erdforras
terhelés") Gssze kell hasonlitani a rendelkezésre allo eréforrasokkal (,kapacitas"), és ha az
igény meghaladja a hozzaférhetdséget, a halotervet ujra meg kell vizsgalni, hogy lassuk,
valamilyen modositassal van-e lehetdség az erdforrasigények kielégitd ,.elosztasara". Ha
nincs, akkor vilagos, hogy vagy a rendelkezésre allo eréforras-kapacitasokat, vagy a projekt
megvalositasi idejét (total project time - TPT), vagy mindkett6t novelni kell. [202, 297]

Tudataban kell lenni annak, hogy a haldterv ,,idéelemzése" minden tevékenységet a
legkorabbi megvalosulasra jelol ki, ezért az eréforrasok Osszesitése a tevékenységek korai
kezdésére vonatkozo Osszesitést jelenti. A halonak tehat a teher csokkentésére iranyulod
valamennyi modositasa elkeriilhetetleniil késlelteti ugyan az egyes tevékenységeket, de a
projekt befejezési datumat nem sziikségszerien. Az eredményként kapott, mas
tevékenységekkel vald kolcsonhatasok ¢és azok erdforrasigényei rendkiviil Osszetetté
valhatnak, és a nagyon kis projektek vagy egyszerli szitudciok kivételével az ilyen
modositasokat megfeleld szamitogépes program nélkiil nem szabad megkisérelni. [202, 297]

A halo megrajzolasanak egyik nagyon fontos velejardja, hogy a diagram hasznos
kommunikécios lehetséget biztosit. Bemutatja, hogy a projektet hogyan lehet végrehajtani,
¢és lehetévé teszi a vezetd szdmara, hogy informaciét tovabbitson egy felettesének vagy
alarendeltjének. Valoszinli, hogy a halot nem azok az emberek hasznaljak majd, akik
elkészitették. Ezért fontos, hogy a tevékenységek a megvalodsitandd projektfeladatban
egyertelmiien legyenek definialva. Ezenkiviil, ahol lehetséges, az 6sszetevoket oly modon kell
kivalasztani, hogy a tevékenység elvégzésének felelosségét egyértelmiien at lehessen ruhazni.
Ha a helyzet ugy kivdnja, a halotervet konnyedén 4t lehet alakitani sévos iitemtervekkeé,
amelyekben sziikség esetén lehetdség van a valtoztatds beépitésére vagy modositasra.
[202, 310]

A haéldtervezési technikakat vizsgalva két halotervezési csalad ismeretes: a
tevékenységeket a graf élein abrazolt (activity on arrow - AoA) csalad, ahol a tevékenységet a
graf éle jelodli; és a tevékenység-csomdpont dbrazolasa (activity on node — AoN) csalad, ahol
a tevékenységet a graf csomdpontja jeloli. Mindkét technikdnak vannak hivei. Egyik sem
mutat tulzott elényt a masikkal szemben. Néhany szervezetben sziikséges, hogy a
vevok/igyfelek igényeinek kielégitése miatt mindkét technika alkalmazhaté legyen.
Koriiltekintéen kell eljarni, nehogy dsszekeverjiik dket. Jelenleg szamos kitlind szamitogépes
program all rendelkezésre mind az AoA, mind pedig az AoN csaladhoz.

[25, 54, 77, 84, 116, 123, 127, 202, 203, 205, 247]
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A haldtervezési technikakat olyan helyzetekben lehet alkalmazni, amikor a feladat

kezdetét és befejezését meg lehet hatarozni; a folytonos vagy folyamatos nagyiizemi termelést
nem ¢érdemes haldtervezési technikdkkal modellezni. A projekt mérete nem fontos; a
haloétervezést ugyanolyan sikeresen hasznaltdk mar egyszerii tesztfolyamat megtervezésére,
mint egy Uj varos konstrukcidjanak kialakitasara vagy egy tirhajo inditasara. [157, 158, 202]

Mint minden mas Uj menedzsmenteszkozt, a halotervezési technikak alkalmazésat is
koriiltekintoen kell bevezetni a szervezetbe. [158, 202]

Minden iitemezési technikanal, igy a tevékenységekhez rendelt idonek itt is redlisnak
kell lennie, azaz szamitasba kell venni minden jelenlegi helyi koriilményt. Elméleti becslések
helyett jobban alkalmazhatok a tapasztalati adatokon alapuld becslések, bar a munka
elvégzésének feltételeit Ossze kell vetni a tapasztalati adatokkal. Rendkiviil hasznos
Osszegylijteni az eréforrasokra és feladatokra vonatkozo6 adatokat, hiszen az 1d6- és eréforras-
teljesitmény elére nehezen lathatd mddon hathat egymasra. Rogzités utan ezek segitenek a
becslést végzonek a jelenlegi koriilmények atgondolasaban, és jobb iddtartambecslésekhez
vezetnek. Az idotartamoknak inkabb redlisnak, mint elvarhatonak kell lenniik, és el kell ket
fogadtatni azokkal, akik megvaldsitasukért feleldsek. [202]

A halos iranyitasi rendszerek két ismert alapvaltozatat, a PERT- és a CPM-moddszert
kozel egy iddben dolgoztak ki ¢és publikaltdk. 1957-ben az USA haditengerészetének
kiilonleges tervezési hivatala megbizast kapott a POLARIS rakétak kifejlesztésével
kapcsolatos sok szaz tevékenység iranyitasara. [25, 63-66, 71, 199-203, 205, 252]

Az E. 1. DuPont de Hemonds and Co. 1956-ban atfogé kutatast inditott olyan modszer
kifejlesztésére, mely lehetdvé teszi szamitogép felhasznaldsat a miiszaki feladatok
megtervezésében ¢€s iitemezésében. Walker és Kelley 1957-ben jutott el egy nyildiagramos,
haloés modszert alkalmazo és késébb CPM néven kozismertté vald rendszer kiprobalasaig. A
modszert 1959-ben publikaltak. [25, 63-66, 71, 199-203, 205, 252]

A fejlodés azota sem allt meg, a halds eljarasok egész sora jott 1étre, €s szamuk Ovatos
becslések szerint is tobb mint szazra tehetd. [25]

Egy (beruhazas, innovacios stb.) projekt megvaldsitasanal harom fontos szempontot
kell szem el6tt tartanunk: a lehetd legrovidebb id6 alatt, a lehetd legkisebb koltséggel kell a
projektet megvalositanunk 0gy, hogy a rendelkezésre allo er6forrasainkat (munkaerd,

anyagok, gépek stb.) ne 1épjiik tal. [25, 202, 262]
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1.3.1 A halétervezési modszerek csoportositasa

A hal6tervezési modszerek felosztidsa sokféleképpen elvégezhetd, ezek koziil néhany

gyakori csoportositasi szempont: [25, 116]

1. Idétervezés jellege: sztochasztikus, determinisztikus

Felhasznalasi céljuk alapjan: idd-, koltség- és erdforrasoptimald technikak

A halok irdnyultsdguk alapjan: tevékenységorientaltak vagy eseményorientdltak

Eal

Megjelenési forméjuk szerint: tevékenység-nyil, tevékenység-csomopontii és esemény-

csomopontl halok

Természetesen még tovabbi csoportositasi lehetdségeket sorolhatnank fel, azonban az
altalunk kifejlesztett algoritmus(ok) szempontjabol ezek ismerete elegendo.
Determinisztikus haldtervezési modszerek: Olyan haldtervezési modszerek, melyeknél

a tevékenységidok jol meghatarozott értékek. (Ilyen, pl. a CPM-, MPM-, DCPM- stb. hald.)

[71, 78, 159, 193] Ezeket a modszereket elsdsorban akkor lehet alkalmazni, ha viszonylag
pontos becsléssel rendelkeziink a tevékenységek idOtartamait illetden. Ha a tervezett és a
tényleges iddtartamok eltérnek, akkor a halot aktualizalni kell, illetve ki kell szdmolni Gjra a
tevékenységek idéadatait. Determinisztikus haldtervezési modszerek nem csak kevés, hanem
sok tevékenységet tartalmazo, illetve bonyolult halok esetén is alkalmazhatok. [160, 190, 232]

Sztochasztikus haldtervezési modszerek: Olyan haldtervezési modszerek, melyeknél a

tevékenységid6t valamilyen valoszinliségi eloszlas siiriségfliiggvénye hatdrozza meg. (Ilyen
pl. a PERT- vagy a GERT-halo.) [50,115] Ezzel a halotervezési technikaval mar a
tevékenység iddtartamédnak bizonytalansagat is tervezhetjiik. [195] Elénye, hogy mar a
tervezés fazisaban meg lehet hatarozni a projekt egy adott valdszinliségi szinthez tartozo
varhato atfutasi idejét. [67, 68, 103-107] Elénye, hogy a ,betervezett bizonytalansagnak”
koszonhetden elore fel tudunk késziilni az esetleges nehézségekre. [201] Szakirodalom szerint
ezzel a tervezési technikdval akar 10-12% koltség is megtakarithato. [217, 219, 245]
Hatranya, hogy a tevékenységek iddtartamanak eloszlasa altalaban nem ismertek, a projekt
soran sok esetben nincs eldzetes informacionk a tevékenységek iddtartamat illetden, igy
nagyon nehéz meghatarozni a projekt atfutasi idejét. [202, 260]

Az id6tervezési eljarasokndl cél a projekt atfutasi idejét megtaldlni. (Ilyen pl. PERT,

CPM, MPM stb.). [265] Az id6tervezési eljarasokndl determinisztikus esetben viszonylag
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konnyl meghatarozni a projekt atfutasi idejét, mig sztochasztikus haldtervezési eljarasoknal

nagyon sok szamitasi modszer 1étezik. Ezek koziil a legismertebbek az un. PCI (Path Critical
Index) modszer [107] és az ACI (Activity Critical Index) moddszer. [131] A legujabb
kutatdsok mas sztochasztikus haldtervezési modszereket is vizsgalnak [146, 153-
155, 172, 271, 277-279], ezek koziil az egyik az un. Fuzzy-logikan [45, 268-269, 388] alapulo
sztochasztikus ~ modszerek.  Néhany  cikk  foglalkozik a  hagyomanyos  —
projektmenedzsmentben hasznalt — PERT-modszer és a Fuzzy-logikan alapuld becslések
Osszevetésével.  [45, 50, 147,270,326] A sztochasztikus idotervezési modszerekrol
elmondhat6, hogy a projekt atfutdsi idejére jellemzdé bizonytalansdg meghatarozasanak
modszereiben jelentdsen eltérnek. Ennek kovetkeztében egy adott valdszinliségi szinthez
tartozo atfutasi ido is jelentdsen eltérhet. Ennek a problémanak jelentds szakirodalma van. A
modszerek mind a kiszdmitds komplexitdsdban, mind pedig a becslés pontossagaban
jelentdsen eltérnek. [117, 134, 136, 142, 162, 163, 168, 189, 191, 203, 234, 247-249, 252-
253] A PERT-modszernél tehat a tevékenységek iddtartamanak bizonytalansagat
modellezziik. Egy kutatési, fejlesztési projektnek azonban a kimenetele is bizonytalan lehet
attol fiiggden, hogy az egyes tevékenységek (pl. kisérletek) milyen eredményhez vezettek.
Ennek megfelelden a hald tovabbi tevékenységei is ennek fiiggvényében alakulnak. Ezt a
problémat pl. az altalanositott PERT-médszer (GERT-mddszer) modellezi. [15, 293, 327,
329, 386]

A koltség- és eréforrasoptimalo eljdrasokndl az atfutdsi id6 meghatarozasa mellett a

koltség-, eréforrasoptimalas, kiegyenlités is fontos szempont. (Ilyen pl. CPM/COST,
MPM/COST, CPA stb. RAMPS, RAPP, ERALL stb.). [8-9, 15, 25, 35, 88-91, 94, 102, 149,
156, 214, 215, 272, 278, 279, 352-353] A koltségoptimalé moddszereknél feltételezziik, hogy
1étezik a tevékenységek idétartamai és a kdzvetlen koltségek kozott egy determinisztikus vagy
egy sztochasztikus fiiggvénykapcsolat. Determinisztikus  fliggvénykapcsolat — esetén
feltételezziik tovabba, hogy ez a kapcsolat egy konvex fliggvénnyel irhat6 le. [8, 96, 123-125,
128, 135, 198, 239, 259, 351, 389] Ebben az esetben viszonylag gyorsan (polinomidlis
idében) meg lehet hatdrozni egy minimalis atfutdsi idével/minimalis Osszkoltéggel jard
projektet. [8,9,82,90] Amennyiben a koltséggorbék nem konvexek, ugy a feladat
visszavezethetd egy un. szepardlasi feladatra, melyben a nemkonvex koltséggdrbék konvex
burkainak meghatarozasaval lehet a minimalis kozvetlenkoltségli id6tartamot megtalalni.
[195, 356] Az erdforras-optimald modszereknél a tevékenységek iddtartaméan kiviil azok

eréforrassziikségleteit is nyilvan kell tartani. Az erdforras-sziikségletek alapjan a
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rendelkezésre allo erdforrasainkat kell optimalisan elosztani gy, hogy adott tevékenységeket

késébbi idOpontra litemeziink be. [25, 183] Ahhoz, hogy koltség- vagy erdforrasoptimalast
végezziink, jarulékos informéciokra van sziikségilink (kozvetlen koltsgigény, eréforrasigény,
eréforraskorlat). Ha ezek nem éllnak rendelkezésre, akkor ezeket az optimalizdlasokat nem
lehet elvégezni. [183] Mai napig nyitott kérdés, hogy hogyan kezeljiik az egyes koltségek,

er6forrasigények bizonytalansagat.

A tevékenységorientalt halokndl a tevékenységek, mig az eseményorientalt haloknal az

események hangsulyozasa kertil eldtérbe.

Mindegyik mddszernek megvan a maga 1étjogosultsaga. Eseményorientalt haloknal inkabb az
eseményekre (hatariddkre, egy adott részmunka (varhatd) lezarasara stb.) koncentralunk, mig
a tevékenységorientalt haloknal a tevékenységek lehetd legkorabbi vagy legkésébbi

megkezdése, illetve befejezése kerlil a szamitas el6terébe. [25, 202]

A tevékenység-nyil haloknal az élek reprezentdljak a tevékenységeket, a csomdpontok az

eseményeket.

A tevékenység-csomépontu hdloknal az ¢élek reprezentdljdk a tevékenységek kozotti

kapcsolatokat, a csomopontok a tevékenységeket.

Az esemény-csoméponti hdloknal is az ¢élek reprezentdljdk a tevékenységeket, a

csomopontok pedig az eseményeket, de itt az események hangstlyozédsa lényeges, mig a
tevékenység-nyil haloknal az események abrazolasat el is hagyhatjuk. [25]

Az angolszasz szakirodalomban csak kétfajta dbrazolast kiilonboztetnek meg attol
figgden, hogy a tevékenységeket a csomodpontokon, vagy az éleken reprezentaljuk.
Tulajdonképpen mindkét hélotervezési technikanak megvannak az eldnyei és a hatranyai.
[202]

A tevékenység-nyil halok mind az események (legkorabbi/legkésdbbi) bekovetkezése,
mind pedig a tevékenységek legkorabbi/legkésObbi kezdése, illetve befejezése kiszamithato.
Hatranyuk viszont, hogy altalaban csak vég-kezdet kapcsolatot lehet veliik reprezentdlni. Sok
kellemetlenséget okozhat tovabba az Un. latszattevékenységek helytelen hasznalata. Tipikus
képviseldjiik a CPM-, illetve a klasszikus PERT-halok. [115, 202]

A tevékenység-csomdpontil halok esetén altalaban tobbfajta kapcsolatot (kezd-kezd,
vég-vég, kezd-vég stb.) is haszndlhatunk. Elonyiik tovabba, hogy nincs sziikség
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latszattevékenységek alkalmazasara. JellemzOjik, hogy eseményeket nem hasznalnak.

Tipikus képviseldjiik az MPM/PDM. [78, 267]
1.3.2 Alapfogalmak

A legfontosabb grafelméleti és halotervezési alapfogalmakat tekintem at a kovetkezokben. A

halotervezési alapfogalmak egy része az egyes halokra specifikus.
1.3.2.1 Grafelméleti alapfogalmak

Graf: G = (NA) egy véges ponthalmaz (csticsok), és egy véges pontparhalmaz (élek)
egylittese. N ponthalmaz a cstucsok halmaza N={N,, N, .., N,}. A pontparhalmaz az élek
halmaza A={4, 4,, .., An}, ahol 4;=(N;,N)). Iranyitott graf esetén a pontparok rendezettek,
ekkor N; az Ay €l kezd6pontja, N; pedig a végpontja. Iranyitatlan graf esetén a pontparok nem
rendezettek, vagyis (N, N;) = (N, N). [6, 13, 62, 65, 180, 200, 376]

Hurokél: Ha 4=(N;, N;)eA, akkor azt mondjuk, hogy A; egy hurokél.

Toébbszoros €él: Ha Im,n melyre (N;,N;))=A4,=4,=(N;,N;), és Am, An €A; N;, N;eN, akkor a
grafban N, és N, kozott tobbszoros €l van. [6, 13, 62, 65, 180, 200, 376]

(Iranyitatlan) ut: Az ¢lek olyan sorozata, melyben barmely két szomszédos élnek van kozds
pontja. [6, 13, 62, 65, 180, 200, 376]

A tovabbiakban hurok- €s tobbszordsél-mentes iranyitott grafokkal foglalkozom.

(Iranyitott) ut: Elek olyan sorozata, amelyben barmely él végpontja azonos a kovetkezé él
kezddpontjaval (kivéve az utolsot). [6, 13, 62, 65, 180, 200, 376]

(Iranyitott) egyszeri ut: Olyan (iranyitott) ut, ahol minden ¢l csak egyszer szerepel.
[6, 13, 62, 65, 180, 200, 376]

(Iranyitott) kor: Olyan (irdnyitott) ut, amelyben az elsé ¢l kezddpontja azonos az utolsé €l
végpontjaval. [6, 13, 62, 65, 180, 200, 376]

(Iranyitott) egyszeri kor: Olyan (irdnyitott) kor, amelyben egy €l csak egyszer szerepel.
[6, 13, 62, 65, 180, 200, 376]

Erdé: (Iranyitott) kérmentes graf. [6, 13, 62, 65, 180, 200, 376]

Osszefiiggé graf: Egy grafot osszefiiggdnek neveziink, ha barmely két pontja kozott 1étezik
egy (iranyitatlan) ut. [6, 13, 62, 65, 180, 200, 376]
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Erdsen osszefiiggo graf: Egy grafot erésen 0sszefiiggdnek neveziink, ha barmely két pontja
kozott 1étezik egy (iranyitott) ut. [6, 13, 62, 65, 180, 200, 376]

Fa: Osszefiiggd, kort nem tartalmazo graf. [6, 13, 62, 65, 180, 200, 376]

Aciklikus graf: Kort nem tartalmazé graf. [6, 13, 62, 65, 180, 200, 376]

Sulyozott graf: iranyitott vagy iranyitatlan graf akkor, ha minden ¢lhez egy vagy tobb szamot
rendeliink. [6, 13, 62, 65, 180, 200, 376]
Halo: Olyan sulyozott kdrmentes, irdnyitott graf, amelynek egy kezdd és egy végpontja van.

25, 376]

A tovabbiakban targyalt haloknal a tobbszords €s hurokél nem megengedett, a stilyok

id6adatokat reprezentalnak.

Megjegyzés: a CPM-haloknal az alabbi esetek mindig fennallnak:

1. A haléban nem lehet irdnyitott kor.

2. A haloban csak egy forras (kezd6 esemény) és egy nyeld (zaré esemény) van.

Ha ez nem teljesiil, akkor a halo felrajzolasakor logikai hibat vétettiink. [203]
A tovabbiakban a halét adottnak tekintjiilk, valamint ismertnek tételezziik fel a

tevékenységek idejét, erdforrasigényét.
1.3.3 Tevékenységido- és eseményidd-adatok

A TPT (Total Project Time = teljes projekt atfutasi ideje) kiszamitasadhoz el kell végezniink a
progressziv idOelemzést, amivel az egyes tevékenységek legkorabbi kezdési iddpontjat
(EST( ) szamitjuk ki. Ebbdl meghatarozhatjuk a legkorabbi befejezési idOpontot, ahol a
legkorabbi befejezési idOpont (EFT(;;) = a legkorabbi kezdési idépont (EST;) + a
tevékenység idOtartama (d(; ). A teljes projektidd (7PT) tehat az a legrovidebb iddtartam, ami
alatt a projekt befejezhetd, és ezt a tevékenységek sorrendje (vagy sorrendjei) kritikus utként
(vagy utakként) hatdrozza (hatdrozzak) meg. [200, 203]

A kritikus Ut meghatarozasara a retrograd szamitas elvégzése utan keriilhet sor, igy a
tevékenység legkésobbi kezdési pontjat (LST(;), valamint a hozza tartozo legkésObbi
befejezési idépontot (LF7; ;) hatdrozhatjuk meg a kovetkezoképpen: Legkésobbi kezdési
idépont (LFT(;;) = legkés6bbi befejezési idopont (LST|;,)) — tevékenység id6tartama (d;)).
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Egy csomoponthoz (eseményhez) két i1d6 tartozik. A progressziv elemzésbdl az

esemény legkorabbi bekdvetkezésének idépontja (EET;), vagyis az a legkorabbi id6pont,

amelyre az eseményt realizalni lehet. Szamitasa: EET, = max EFT|, ;). A retrograd elemzeésb6l

az esemény legkésobbi bekovetkezésének idopontja (LET;), vagyis az a legkésébbi idpont,

amelyre az eseményt realizalni kell LET, = min LST|, ;. [200, 203]
J

ﬁ ESTis EF T / EET;

TET) LSTag d,, LFLuj \‘rLET;.-

1.3.3.-1 abra: esemény- és tevékenységidék

1.3.3.1 Tartalékid6k

A szakirodalomban tevékenységek esetében altalaban négy tartalékidot kiilonboztetnek meg.

Ezek az alabbiak: [200, 203]

Teljes tartalékid6 (Total Float): az a teljes idétartam, amivel egy tevékenység kiterjedhet

vagy késhet a teljes projektiddre (7PT) gyakorolt hatas nélkiil. Szamitasa: TF;:=LST;)-
ESTijy=LETij-EFTj)

A gyakorlatban ezt a tartalékidot alkalmazzak a leggyakrabban, hiszen ez adja meg egy
tevékenység maximalis csuszasanak mértékét, mellyel még nem valtozik meg a projekt
atfutasi ideje. Fontos megjegyezni ezzel a tipust tartalékidvel kapcsolatban, hogy egy
tevékenység teljes tartalékidején altalaban tobb azonos agban 1évo tevékenység osztozik.

Szabad tartalékidd (Free Float): az a teljes mennyiség, amivel egy tevékenységidd

megnohet, vagy a tevékenység csuszhat anélkiil, hogy hatdssal lenne barmely, soron
kovetkezd tevékenység legkorabbi kezdetére. Szamitasa: FF;j:= EET-EFT().

Ennek a tipust tartalékidonek kulcsszerepe van az erdforrdstervezés soran. A szabad
tartalékidé mondja meg ugyanis, hogy mennyivel csiiszhat maximalisan egy tevékenység
ugy, hogy az 6t kovetd tevékenységek még idében el tudjanak indulni. A megvalositas
soran a tevékenység ezen tartalékidejével ,,szabadon” gazdalkodhatunk, ezen mas
tevékenységgel nem osztozik, vagyis az adott tevékenység csiiszasa, ha kisebb, mint ez a
szabad tartalékid6, akkor az mas tevékenység kezdési idejére nincs hatdssal. A szabad
tartalékido e fontos tulajdonsagat hasznaljak ki a heurisztikus eréforrastervezésben, hiszen
ezen tartalékidovel rendelkezd tevékenységeket késdbbi idopontra mozgatva egyrészt a

tobbi tevékenység kezdési ideje nem modosul, masrészt sok esetben a szabad
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tartalékidovel rendelkezd tevékenységek késdbbi idOpontra torténd mozgatasdval meg
lehet hatarozni egy erdforraskorlatos erdforrasallokacid megengedett megoldésat.
Altalanossagban elmondhat6, hogy a szabad tartalékidd nem lehet negativ szam, és nem
lehet nagyobb, mint a teljes tartalékido. Szabad tartalékidé csak a csomopontokban johet
létre.

Feltételes tartalékidd: a teljes és a szabad tartalékido kiilonbsége.

Fiiggetlen tartalékidé (Independent Float): azt az idémennyiséget adja meg, amennyivel az

adott tevékenység eltolhatdo, ha az 6t kozvetleniil megel6zd tevékenység a lehetd
legkésObbi idOpontban fejezddik be, €és a kozvetleniil kovetkezd tevékenység a legkorabbi
1dépontban kezdddik.

Szamitasa: IF;=EET-LET-d;j. Ha IF>0, akkor belefér a tevékenység megvalositasa.
Ha /F<0, akkor |[F] -el csuszhat az egész program megvalositasa. [25, 200, 203]

1.3.4 Az MPM-halé

Az MPM (Metra Potencialis Mddszer, az angolszasz orszagokban Precedence Diagramming

Method)-technika a francia Roy nevéhez kotddik. A kézi dabrdzoldsu technika a

tevékenységeket a graf csomopontjaiként abrazolja, a graf élei pedig a tevékenységek kozotti

logikai kapcsolatokat szimbolizaljak. [203, 265]

Az MPM-hal6 a logikai kapcsolatoknal kezeli az Gn. minimalis és maximalis

kapcsolatokat, kezeli a vég-kezdet, kezdet-vég kapcsolatok minden kombinacidjat. [203, 265]

Az MPM-technikaval megszakithato tevékenységek is tervezhetok.

| |
| |

1.3.4-1 abra: egy tevékenység az MPM-haloban
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d, d, d,
A AT AT
A - B Befejezés-kezdés v 4 dg dg
B (B8] | B ]
Azonnali kezdés (szigord Atlapol3 0 Késleltetett
vég-kezdet kapcsolat) =0 apolas kezdés 0
da da da
dB dB dE
A L B Kezdés-kezdés | B | [ B ]
Egyidejii kezdés (szigoru Atlapolas  d Késleltetett
kezd-kezd kapcsolat) =0 P A kezdés dg
d, 9 dy
y A
.2 . . d d; thy
A B Befejezés-befejezés —2 Yy (89 e
Egyidejii befejezés (szigoru < . Késleltetett
vég-vég kapcsolat) =0 Aliapolas  d;, befejezés dg
Y dy da da d,

A B Kezdés-befejezés  w dy & dy
Egyideji kezdés =dy, Atlapolas Késleltetett
egyideji befejezés =d, d, dy befejezés  dg

d, d, d, '
. . A
Kezdés-kezdés, A J[A (A ] ‘ |
" e TE QT
B B
y =0, =0 Atlapola Késleltetett
’ apolas kezdés

1.3.4-2 abra: tevékenységek lehetséges kapcsolatai az MPM-haléban

B

Bizonyos megszoritdsokkal a kiilonb6z6 tevékenységkapcsolatok egymasba is
konvertalhatok.
* Iranyelvek:

— A halotervezés sordan a kiértékelésnél egy minimadlis illetve egy maximalis
kapcsolatot hasznalunk.

— A kiilonb6zé kapcsolatok egymasba csak bizonyos megszoritasokkal
konvertalhatok  (kiilonosen figyelni kell ezekre a megszoritasokra
koltségtervezésnél), igy ezeket a konverziokat célszerli jelezni.

Példa: minimalis kapcsolatok konvertalasa kezd-kezd kapcsolatokka:

— Befejezés — kezdés kapcsolat konverzidja:

T &
B=data

— Befejezés — befejezés kapcsolat konverzioja:

Em mm

B:dA+(X-dB

— Kezdés — befejezés kapcsolat konverzidja:
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o e
= a-dg

Szamos programcsomag tevékenység-csomdponti halét kezel, ezért gyakran

eléfordulhat, hogy egy tevékenység-nyil halot at kell alakitani tevékenység-csomdpontu
halova. [203, 265]
A CPM =>MPM 4atalakitas menete:
1. Minden tevékenységbdl (kivéve a latszattevékenységet), melyet a tevékenység-nyil
halokban a nyilakon szerepeltetiink, most csomdpontokként reprezentaljuk.
2. A tevékenységeket a logikai kapcsolataik szerint kapcsoljuk dssze.
3. A tevékenységek legkorabbi, illetve legkésObbi kezdési illetve befejezési idejei, a
projekt atfutasi ideje, a tevékenységek tartalakidejei meg kell hogy egyezzenek a
két haloban.

4. MPM-ben az eseményiddket nem hasznaljuk!
1.3.5 Véletlen idétartamu tevékenységek

Foleg kutatasi és fejlesztési programokban, illetve nagy rizikoji projektek esetén a

tevékenységek tartamai kevéssé ismertek, €s nem determinisztikusan meghatarozottak.

Ilyenkor két eset fordulhat eld: [55, 140, 200, 203, 281, 311]

1. a szoban forgd tevékenységek vagy nem teljesen ismeretlenek ¢és mindegyikiikre
kozelitéleg ismerjiik az idétartamuk valdszintiség-eloszlasat (pl. ipar),

2. vagy pedig teljesen ismeretlenek és/vagy nem ismerjiik minden idétartam valosziniiség-
eloszlasat (kutatas).

Ha nem ismerjliik az id6tartamok eloszlasat, akkor a projekt tervezésekor a szamitasok

megkonnyitése érdekében sok esetben - a halotervezésben hasznalt - PERT-modszert

hasznaljuk, és feltessziik, hogy az idotartamok un. f-eloszlast kovetnek. [98, 200, 203, 324-

325, 358-359, 370] (Természetesen mas moddszerrel is lehet modellezni az iddtartamok

bizonytalansagat. [14, 72, 231, 240-241, 256, 275, 369, 390] Mégis a projektmenedzsmentben

sztochasztikus id6tartamok tervezésére a legtobb esetben PERT-médszert alkalmaznak.) A

[eloszlas stirliségfiiggvénye a normalis eloszlaséra hasonlit, de mindkét irdnyban korlatos

(egy-egy A, illetve B ponttdl kezdve ,.kifel¢” azonosan nulla). [129, 140, 203, 206, 267]
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Definicio: A & valoszinliségi valtozot « és f paraméteri béta-eloszlastinak nevezzik, ha

stiriségfiiggvénye:
Tle+f) argq_ -
/@) =1T)r(p)" (=x)f", xelon) (1.3.5-1)
0, xe(0,1)

ahol o>0¢s (>0 paraméter rogzitett, és az un. gamma fliggvény a kdvetkezOképpen
szamithato: T(a) = [u“"e™"du , @0, (1.3.5-2)
0

Az eloszlas momentumai: [3, 109, 129, 188, 203, 267, 275]

r_ F(a + r)F(a +,B)
L) (a+ g +7)

, 1>0. (1.3.5-3)

Ebbdl a varhat6 érték és a variancia (szorasnégyzet): [109, 203]

E(x)=—2
a+pf
(1.3.5-4)
D*(x)= af
(a+pB+1)fa+p)
A modusz:
M =f—;2. (1.3.5-5)
a _

A PERT-médszerben a gyakorlatban legtobbszor olyan f-eloszlast valasztunk,
amelyre a tevékenységek varhato idGtartama, variancidja (szordsnégyzete), illetve szoérdsa az

alabbi modon szamithato: [263, 266]

k=41

_ 1
E (t(i,.i)) ) T m(A(i,/) + kM 5+ B(z;/)) = E(A(i,j) +AM; )+ B(i,/))

2 2 2 k=41 ’
D (t(i,j)): Olij) = ”(i,j)(t(f,f)) = [g (B(i,j) - A(i,j))}

ahol A, By €s . valoszinliségi valtozo also, illetve felsd korlata, M ) a legvalosziniibb

(1.3.5-6)

értéke (modusza), E(t;;) a varhato értéke, Dz(t(,- ;) pedig a variancidja (szorasnégyzete).
[129, 140, 188, 195, 200, 202, 203]

A tevékenység idétartamanak becslésekor minden egyes tevékenységrdl az azzal
foglalkoz6 szakemberekhez a kdvetkezd harom kérdést intézziik: [261]
1. Mennyire becsiili (i,/) tevékenység A(; ;) minimalis idtartamat (optimista becslés)? Legyen

aij a minimalis id6tartam becsiilt értéke.
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2. Mennyire becsiili (ij) tevékenység B(; maximalis idOtartamat (pesszimista becslés)?

Legyen b(;;) a maximalis id6tartam becsiilt értéke.
3. Véleménye szerint mennyi (i,j) tevékenység M,;; legvaldsziniibb id6tartama (mddusza)?
Legyen a my; ; legvaldszinilibb id6tartam becsiilt értéke. [203]
Minthogy mas ismeretekkel nem rendelkeziink, azért feltessziik, hogy ezek az

informaciok A, B j, M torzitatlan becslését adjak, amit a kdvetkezéképpen jeldliink:
%) = .0 P.0) = Bioy M) = Mo (1.3.3-7)

Ekkor felirhatd a varhato értékre:

1>

~

17~ . 11
()= g[Ao-,j) vad B - < )+ 4miy +8 (1.3.5-8)

A szorasnégyzetre mar nem irhaté fel hasonld Osszefliggés, de kozelitésként
elfogadjuk az alabbi 6sszefliggéseket:

. n 2 )
B.\—A4. . b. \—ay .
0.(2” z[ (i./) (t,f):| z|: (i,/) (t,./):| (1.3.5-9)

ij)

\

1.3.5-1 abra: a S-eloszlas siiriiségfiiggvénye

Ekkor felhaszndljuk a fliggetlen valdsziniiségi valtozok vérhatd értékeire, illetve
variancidira vonatkoz6 additivitdsi Osszefliggéseket, hiszen elegendden sok fliggetlen
valdszinliségi valtozd esetén az Osszeg kozelitéleg normalis eloszlasinak mondhato.

[140, 195, 200, 202, 203]

E(Zt] = iE(ti) (1.3.5-10)

Tehat a projekt varhato atfutdsi ideje meg fog egyezni a kritikus uton [évo
tevékenységek varhato idotartamainak Osszegével. [23, 192, 195, 200, 202, 203] A projekt

atfutasi idejének szorasanak meghatarozasara tobb modszer is 1étezik. Az egyik ilyen az Un.
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PCI/ACI-értékek kiszamitasa, mely érték megmondja, hogy egy tevékenység mikor lehet

kritikus ton. [108, 131] Ha egy tevékenység kritikussa valhat, akkor azt valamilyen modon
figyelembe kell venni az atfutasi id6 bizonytalansdganak kiszdmitdsanal is. Az alkalmazott
modszerek tobbségében ebben térnek el egymastol. Talan a legegyszertibb modszer, amikor
csak a kritikus uton 1év6 tevékenységek szorasnégyzeteinek 0sszegét valasztjuk az atfutasi ido
szorasnégyzetének. Ez tulajdonképpen egy also becslése az atfutdsi id6 varianciajanak, hiszen
egyaltaldn nem veszi figyelembe, hogy bizonyos valdszinliséggel az alternativ utakon 1évo
tevékenységek is valhatnak kritikussa és ekkor e tevékenységek id6tartamainak szorasat nem
lehet elhanyagolni. Tehat ezt a modszert csak bizonyos fenntartasokkal lehet alkalmazni.
[115] A masik igen egyszeri modszer azt az esetet tekinti, hogy adott valdsziniiséggel
barmelyik tevékenység valhat kritikus tevékenységgé, igy a leghelyesebb, ha valamennyi
tevékenységet szamitdsba vessziik. [191] Nyilvanval6, hogy ebben az esetben egy felsd
becslést kapunk. Az ,arany kozéput” megtalaldsa igen komoly matematikai feladat. Ennek
megfelelden a problémara szamos kiilonféle megoldas sziiletett a heurisztikus megoldasoktol
Monte Carlo analizisen 4t az egzakt megoldasokig. [36, 46-49, 56, 68, 104-108, 115-117,
129-131, 133, 142, 143, 150, 151, 162, 163, 191, 201, 209, 230, 233-236, 247-249, 283-285,
300, 331-334, 342, 348-350, 353, 360-361, 371, 375, 381, 385, 387]

PERT-halo felrajzoldsa, idotartamok, és azok szordsainak kiszamitdsa

A PERT-halo felrajzolasakor, a tevékenységek idotartamainak kiszamitdsahoz az alabbi

teendoket kell elvégezniink: [349]

1. Logikai hélo elkészitése.

2. A, Baj Mij, tij), Ouj meghatarozasa.

3. Megfelel6 halos modell kivalasztasa (tevékenység-nyil, tevékenység-csomopontt). (A
PERT-médszert mindkét halotervezési eljarasnal lehet alkalmazni)

4. Az el6z0 fejezetekben targyalt moddszerekkel (lasd: CPM, MPM) a kritikus ut
kiszdmitasa.

5. A megvalositasi id6 szorasanak kiszamitésa.

6. Alternativ uton 1€vo tevékenységek, illetve a tartalékidok szorasainak kiszamitasa

A PERT-halo aktualizaldsa
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Annak ellenére, hogy a PERT-médszer segitségével a projekt atfutdsi idejének
bizonytalansagat kozelitéleg becsiilni tudjuk, nem vart események miatt — amelyek jelentésen
befolyasolhatjadk a projekt atfutasat — sziikség lehet a PERT-halé aktualizalasara. A hald
aktualizalasakor a kovetkezOképpen jarunk el: [349, 357]

1. A mar lefutott tevékenységek tényleges iddadatait irjuk be a haloba a varhat6 értékiik
helyett. Ekkor ezen tevékenységek szordsa nulla. (Ha semmilyen valtozas sem torténik
a becsilt 1d6hoz képest, akkor is az atfutasi idére egy pontosabb értéket kapunk,
hiszen az atfutasi 1d6 variancidja csokken).

2. A még le nem futott tevékenységek iddtartamait modosit(hat)juk aszerint, hogy a
lefutott tevékenységek mennyire térnek el a becsiilttol.

3. A valtoztatott adatokkal a halot (vagy a részhalot) Gjra szamitjuk.

1.3.6 Koltségoptimalizalas

A pénziigyi koltségvetés meghatarozasa a kovetkezo:

Pénziigyi és/vagy mennyiségi kimutatas, amely egy meghatarozott iddszak elott
késziil, az idészak alatt kdvetendd politika szerint, azzal a céllal, hogy egy adott célkitiizést
elérjen.

Ez a haloterv jellemzdje is — sOt, barmely atfogd projekttervé — ¢és gyakran sokat
segithet, ha a halot id6-koltségvetésként fogjuk fel, azaz meghatarozzuk, hogy adott
idészakokra milyen koltségek meriilnek fel. A gazdasagi szakemberek és a konyvelok sok
ismeretet szereztek a pénziligyi koltségvetések Osszeallitdsaban és alkalmazasdban. A
halotervek felvazoldsakor ¢és alkalmazdsakor hasznos lehet figyelembe venni ezt a
tapasztalatot. [202]

A halok hierarchidja olyan, mint a koltségvetések hierarchidja: lehetévé teszi a
problémék felesleges részletek nélkiili beazonositasat, és a felel0sséget a cég szerkezetének
megfeleld pontjara képesek helyezni. [202, 309]

Nem lehet eléggé hangstlyozni, hogy az idOtartamok, erdforrasok és koltségek
értékelése a tervezés nagy fontossagu aspektusa. A haldtervbol levont kovetkeztetések nem
lehetnek jobbak, mint a kalkulaciokban hasznalt informaciok; kovetkezésképpen fontos, hogy

a tevékenységek végrehajtasaért felelds menedzserek feltétleniil vegyenek részt az
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értékelésben. Ha nem konzultalnak veliik, akkor esetleg figyelmen kiviil hagyjak a tervet,

mert teljesen irrealisnak tartjdk, s ez katasztrofalis kovetkezményekkel jarhat a projekt
szdmara. [202]

Az 1d0- ¢és erdforrasadatok elengedhetetlenek az iitemezéshez és az erdforras-
allokaciohoz. Ezenkiviil kozottik alakul ki a tevékenységek koltségalapja, ami azutan a
projekt koltségtervét képezi. Sok — kiilondsen a feldolgozd ipardgakon beliili — szervezet
szamara bonyolult a projekt eréforraskontrollja, mivel a projekthez felhasznalhatd erdforras-
kapacitasok elézetesen gyakorlatilag ismeretlenek, igy a projektkdltségterv a projektkontroll
legfobb modja. [182, 202]

A koltségoptimalizalds sordn vagy a minimalis 6sszkoltséggel rendelkezd termelési
programot, vagy a minimalis atfutasi idejli, lehetd legkisebb valtozo koltséggel jard termelési
programot keressiik ugy, hogy figyelembe vessziik, hogy egy atlagos projekt, illetve termelési

program esetén a koltség-ido fiiggvények altaldban a kovetkezoképpen alakulnak:

Koltségek alakulasa az ido fiiggvényében

140000

—
120000 N——_

X —"
X\X\x x——x/x/
X X e X e X, e X, e e X e X e X
100000

80000 /

60000

Koltség (eFt)

40000 .

» \\\\‘\‘\‘

26 27

a s o w®
—— Osszes fix koltség (eFt) ——Valtozo koltségek (eFt) idé

-x- Osszes kéltség (eFt)

1.3.6-1 Koltségek alakulasa az ido fiiggvényében
e A valtozokoltség-id6 fiiggvény altaldban monoton csdkkend a minimalis és a projekt
normdl atfutdsi ideje alatt, hasonloan igaz ez az egyes tevékenységekre is. A normal
atfutasi, illetve a tevékenységeknél a normal idétartam utan a fiiggvény altalaban monoton
no.
o A fixkoltség-ido fliggvény altalaban monoton no a teljes projekt atfutasi idejére nézve.
e Valamennyi koltség-id6 fliggvény altalaban konvex.

[8, 96, 123-125, 128, 135, 198, 239, 259, 389]
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1.3.6.1 Determinisztikus koltségoptimalas tevékenység-nyil tipusu halék

esetén

A determinisztikus  koltségoptimalds mind tevékenység-csomdpontu, mind pedig
tevékenység-nyil tipusu halék esetén hasznalhato. (A tovabbiakban a determinisztikus
tevékenység-nyil halok koltségoptimalasit CPM/COST-médszereknek nevezem, noha az
alkalmazott modszerek eredményeinek kiszamitdsi modjaban eltérhetnek.) A CPM/COST-
modszerek elsdsorban projektmenedzsmentben alkalmazott halotervezési és koltségtervezési
technikék. Az algoritmusok soran el6szor egy CPM-halot kell felrajzolni, majd a kritikus uton
1évé minimalis koltségnovekedéssel jardo tevékenységek idotartamait csokkentjiik. A
modszerekre jellemz0, hogy algoritmikus, mohoé (greedy) eljarasok, tehat egyben koltség- és
idéoptimalis megoldéasokat taldlnak, valamint ha adott egy koltségkorlat, amelyet nem 1éphet
tul, akkor meghatarozhatd a koltségkorlatot nem tallépd koltség- és iddoptimalis megoldas.
[29, 96, 126, 129, 137, 156, 239, 259, 352-353, 389] Determinisztikus koltségesokkentésre
esettanulmany talalhato Dr. Papp Otto: Projektmenedzsment a gyakorlatban cimii konyvének
13. fejezetében: ,,Szamitdgépes informacios rendszer kiépitése €és a rendszerfejlesztési projekt
atfutasi idejének csokkentését célzo dontések megalapozdsa — a halds pojekttervezési
technikak  felhasznaldsaval; egy innovacids (fejlesztési) projekt esetén.” cimi

esettanulmanyban. [310]

1.3.6.2 Determinisztikus koltségoptimalas tevékenység-csomoépontu halék

esetén

Ezek a modszerek (tovabbiakban MPM/COST-mddszerek) is hasonloan a CPM/COST-
modszerekhez a kritikus ut(ak)on 1év0 tevékenységek koziil azok iddtartamait csokkenti,
amelyek (egységnyi) koltségnovekedési tényezdje a legkisebb, és a csokkentés révén az

atfutasi 1do is csokken. [8, 9, 356, 382]
1.3.6.3 Determinisztikus koltségoptimalas — tovabbi moédszerek

A CPM/COST-, MPM/COST-mddszert elsdsorban linearis koltségfiiggvények esetén lehet
alkalmazni, bar létezik konvex fiiggvényekre kialakitott valtozatuk is. Determinisztikus
tevékenység-nyil halok koltségminimalizalasara szdmos moddszer sziiletett. Ezen mddszerek

elsdsorban a futasi sebességben térnek el egymastol. [83, 88-90, 94, 96, 100, 112, 124-126,
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129, 167, 197, 200, 274, 315, 320-321] Kamburowski koltségminimalizal6 algoritmusaval pl.

linearis, illetve kozel linearis futasi idot is el lehet érni. [194]

1.3.7 Bizonytalansag kezelése halétervezési technikak segitségével

kiilonb6z6 logisztikai feladatok esetén

Gyakran eléfordul, hogy egy logisztikai feladat soran nemcsak arra vagyunk kivancsiak, hogy
az adott feladat varhatéan mikor hajthaté végre, milyen koltséggel jar, hanem arra is, hogy
egy termelés sordn ezt az eldirt iddt, koltséget milyen valdsziniiséggel fogjuk tudni

ténylegesen betartani. [224]

Sztochasztikus folyamatok jellemzése — stacioner folyamatok:

A sztochasztikus folyamatok egyik legfontosabb alosztalyat a staciondrius folyamatok
képezik. A stacionaritds a statisztikai jellemzok idofiiggetlenségével (idébeli eltolasra vald
invariancigjaval) van kapcsolatban. PI. ha valaki egy adott idOpillanatban ismeri a folyamat
egydimenzids projekcidjdnak az eloszlasat, akkor vajon milyen hosszi ideig marad
"érvényes" ez az ismeret? Id6ben ugyanaz marad-e, vagy megvaltozik a folyamat viselkedését
meghatarozo "véletlen sorsolasi mechanizmus"? Egy stacioner folyamatnal érvényes, hogy
amit statisztikailag ismeriink a folyamatrdl egy adott iddpillanatban, az igaz lesz barmilyen
jovobeli iddpillanatban. (Pl. egy kockadobas eredménye mindig egyenletes eloszlast kovet,
fiiggetleniil attol, hogy vasarnap 5 orakor vagy szerddan 10 orakor végezziik el a kisérletet,
feltehetd tovabba, hogy a tevékenységek lefutdsi ideje is minden esetben S-eolszlast kovet,

melyet a késébbiekben targyalunk.) [48, 72, 92]

A stacionaritds fogalma attol is fligg, hogy a folyamatot milyen mélységig jellemzd
statisztikai jellemzdre teljesiil az idObeli eltolassal szembeni invariancia. Ebben két szintet

kiilonboztetliink meg:

- gyenge stacionaritas, amikor csak a varhat6 érték €s a korrelacios fiiggvény idoeltolassal
szembeni invariancidja teljesiil;
- erds stacionaritas, amikor az 0sszes véges dimenzios projekcio valoszintiségeloszlas-

fliggvénye invarians az iddbeli eltolésra.
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Az erdésen stacionaris folyamatokon beliil fontos alosztilyt képeznek az ergodikus
folyamatok. Egy folyamat statisztikdjanak a felderitéshez valaki megfigyeléseket végezhet az
1d6 folyaman (kiilonb6z6 iddpillanatokban mintavételezvén a folyamatot), majd ezen mintak
alapjan idébeli atlagokkal probalja kozeliteni a folyamat statisztikai jellemzdit. Pl. az
egydimenzios projekcio alapjan a varhato értékét ugy probalja megallapitani, hogy a folyamat
tiz kiilonb6zdé iddpillanatban megfigyelt értékét atlagolja. Ez az eljards a kovetkezd
fundamentélis kérdést veti fel: mennyire megbizhatok az iddatlagolassal kapott becslései a
folyamat valddi statisztikdjanak? A kérdés hasonld ahhoz a kisérlethez, amikor valaki
egyszerre dob fel tizezer kétforintost, vagy idében egymasutan tizezerszer dob fel egy darab
kétforintost azért, hogy empirikusan hatdrozza meg a fej vagy irds valdszintiségi valtozd
varhato értékét (vagy barmilyen mas statisztikai jellemzdjét, pl. eloszlasat). Van-e barmilyen
kiilonbség a két kisérlet kozott? (Azt leszamitva, hogy az elsé kisérlethez joval nagyobb
"t6keberuhazas" kell, mint a masodikhoz.) A valaszt az ergodicitds fogalma adja meg. Egy
sztochasztikus folyamat ergodikus, ha szinte barmilyen g fliiggvényre (pontosabban barmilyen

g Borel-mérhetd fiiggvényre) az id6beli €s statisztikai atlagok azonosak, azaz:

fim - [ (ol = E(s(c.). (1371)

A tevékenységek lefutasi idejének tovabbi statisztikai vizsgalatanak szempontjabol a g

figgvénynek két konkrét valasztdsa érdekes. Mikor g az identitdsfiiggvény, az maga utan

vonja, hogy
17
;me? x(¢)dt = E(£). (1.3.7-2)

—00

Mikor g a négyzetes fliggvény, az maga utan vonja, hogy

limL [ (1)t = E(2). (13.7-3)

T~)ooT
—0

Ez annyit jelent, hogy a folyamat els6- és masodrendli statisztikdja iddben egymadsutani

megfigyelésekbdl és atlagolasokkal rekonstrualhaté. [72, 92]
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Ezeket a tulajdonsdgokat feltessziik a tevékenységek lefutisainak, koltségeinek,
erdforrassziikségleteinek becslésekor. (Lasd 2.8.1. fejezet) (Tehdt a tovabbiakban a vizsgalt

valosziniiségi valtozokrol feltessziik, hogy ergodikus folyamatok.)
1.3.7.1 Bizonytalansag

A méréstechnikdban az ISO GUIDE TO THE EXPRESSION OF UNCERTAINTY IN
MEASUREMENT 1993 — as ajanlasaban 3 bizonytalansagi fogalmat kiilonboztet meg. Ezek
a kovetkezok:

e Standard bizonytalansag (standard uncertainty)

o Osszetett bizonytalansdg (combined standard uncertainty)

o Kiterjesztett bizonytalansag (expanded uncertainty)

[397]
1.3.7.2 Standard bizonytalansag

A standard bizonytalansag meghatarozasahoz el6szor fel kell allitanunk egy modellfiiggvényt.

Y:f(XI,Xg,..,XN) (1372-1)
Y a modellfiiggvényiink kimenete, X;,X>,...Xy a fliggvényiink paraméterei. Legyen y ¥

N

1 _
WZY" =Y ). (Vagy stlyozott
i=1

becslése (altalaban tekinthetd y ¥; mért értékek atlaganak: y =
atlaganak) [397]

A varhat6 érték standard bizonytalansagat igy szamithatjuk, hogy a varhato értéktol
val6 atlagos négyzetes eltérések dsszegét osztjuk a szabadsagfokkal, és ebbdl négyzetgyokot

vonunk. Képlettel:

N
W (x,)=s2(x,) = (Nl 1)Z<xi’j ~£(x,)f . ahol =1.2,..M. (13.7.2-2)
npa

A képletben u az Un. standard bizonytalansag. M db paramétert (itt az utak koltségét)
kell becsiilniink. x;; i. paraméter j. becslése (pl. egy adott Ut koltsége). Ha az adott paraméter

kozvetleniil megfigyelhetd (itt a koltség kozvetleniil megmérhetd), akkor x;,=X;;, vagyis i.
paraméter j. becslése megegyezik i. paraméter j. mérésével. E(X ;) az i. paraméter varhatd

értékének becslése. A varhato érték becslésére valaszthatunk egyszerii atlagot, mozgo atlagot,
exponencialis illesztést stb. Az egyszerli atlag sokszor azért nem jo becslési mddszer, mert

valamennyi mérést ugyanannyi sullyal veszi figyelembe, ezzel a mddszerrel pl. nagyon nehéz

30



l. Irodalmi attekintés, alapfogalmak

a koltségnovekedéseket (pl. inflacid) megfelelden figyelembe venni. Ezért célszerlibb egyéb

mas moddszerrel becsiilni a varhatd értéket, amely a régebbi méréseket csokkentett stllyal
veszi figyelembe. A standard bizonytalansagunk akkor lesz minimalis, ha a véarhato érték
becslésére az egyszerti atlagot valasztottuk. Ez egyrészt az egyszerli atlag becslési
tulajdonsagaibdl adodik, masrészt a standard bizonytalansag a varhato értéktdl torténd eltérést
ugyanolyan sullyal kezeli. Ezért ha figyelembe akarjuk venni a sulyokat is, akkor a
bizonytalansdg kiszamitdsdndl a tapasztalati szoras helyett stlyozott tapasztalati szorast

alkalmazhatunk. [397]
W (x)=s2(x,)= (%iwj (v, —£(x,)f . ahol i=1.2...1. (13.7.2-3)
=
Ekkor a standard bizonytalansag helyett stlyozott standard bizonytalansagot ()
szamitunk. Ha a bizonytalansdgokat Ossze akarjuk hasonlitani, akkor a relativ standard
bizonytalansagokat kell meghatarozni (Au, Au,,). Ezeket Ggy szamithatjuk ki, hogy az adott

(sulyozott) standard bizonytalansagot elosztjuk a varhaté érték becslésével. [397]
1.3.7.3 Osszetett bizonytalansag

Az Osszetett bizonytalansag a kdvetkezOképpen szamithato ki altaldnos esetben:

D=3 LD x )-

i1 a1 Ox; Ox;

=i@f 185 3) s Ay

11]1+1x -x

: (1.3.7.3-1)

ahol u.(y) az un. sszetett standard bizonytalansag, u(x;x;) x; és x; paraméter kozotti
kovariancia. A képlet korrelaciokkal is felirhatd, amely a kdvetkezképpen mddosul: [397]
0 of o
> (y)= Z( fj +2Z ST Il Mxox), (13.7.3-2)

i=1 ax i=l j= Hla ax

ahol -1<r(x;x;)<I x; és x; paraméter kozotti korrelacio.
Az Osszetett bizonytalansdg kiszamitasdnal nem feledkezhetliink meg a korrelaciorol, mely

megmutatja a kiilonb6z6 paraméterek kozotti kapesolatok erdsségét. [3, 397]
1.3.7.4 Kiterjesztett bizonytalansag

A (stulyozott) kiterjesztett bizonytalansagot a kovetkezoképpen irhatjuk fel:
U(y)=ku,(y) (1.3.7.4-1)
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U, (v)=ku,,,(») (13.7.4-2)

Itt U az un. Kkiterjesztett bizonytalansag, U, pedig a sulyozott kiterjesztett

bizonytalansag. k az un. atfedési tényezd (coverage factor). Ez az érték egy eloszlasfiiggd
paraméter (pl. itt »=N-1=9 szabadsagfoku egyoldali t-eloszlas esetén k=2,26). A kdzponti
hatareloszlas tétele miatt N—oo esetén t-eloszlas helyett hasznalhatunk normalis eloszlast is.
A mintaelemek szdmanak novelésével (legalabb 50, 100) ezt a kozelitést megtehetjiik, anélkiil
hogy szamottevd hibat elkovetnénk. [397]

Az ISO altal bevezetett ajanlott mérési kiértékelési modszereket mar szamos teriileten
kiilonb6zé méréseknél széles korben alkalmazzak. Ez a moddszer azonban alkalmazhaté

kiilonboz6 logisztikai problémak megoldasara, tervezésre, elorejelzésre is. [397]
1.3.8 Eroéforras-tervezés

A szamitastechnika fejlédésével lehetdség nyilt olyan problémak megoldasara is, amelyek
megoldasa korabban elképzelhetetlennek tiint. Ilyen probléma volt az erdforrds-elosztas
kérdése is. A gyakorlatban az eréforras-elosztas problémaja sok helyen eldkeriil. [362, 364-
367, 392] Hatékony erdforras-elosztasra van sziikség példaul egy haldzati operacios rendszer,
vagy egy telekommunikacidés rendszer megvalésitdsa soran. Itt példaul eréforras lehet a
felhasznalt memoria, kiilonboz6 hattértarolok stb. Mivel ezeknek az eszkozoknek kiilonbozo
az elérési sebességiik, a feladatok helyes ilitemezése kulcskérdés lehet a gyors feldolgozas
szempontjabol. Ilyen jellegli problémdkra elsdsorban heurisztikus algoritmusok késziiltek
melyek ezt a fajta er6forras-tervezési problémat viszonylag gyorsan igen nagy hatékonysaggal
oldjak meg. [16, 17]

A projektmenedzsmentben fellelhetd eréforras-tervezési problémak altaldban azonban
mas jellegliek. A feladat megoldaséra késziiltek heurisztikus, evolucids-szimulacios €s egzakt
algoritmikus eljarasok is. A menedzsment teriiletén kétfajta er6forras-tervezéssel, eréforras-
allokacioval foglalkozunk att6l fiiggéen, hogy mit tekintiink ,.erdsebb” korlatnak.
[39, 343, 373]

Iddkorldtos erdforrds-allokdcionak nevezziik azt az erdforras-tervezést, amikor az
er6forrasainkat ugy kell csoportositani, hogy az adott projektet vagy beruhdzast egy adott
idékorlat alatt végre lehessen hajtani. Itt tehat a korlatot elsédlegesen az idékeret adja, a cél
pedig: minél kevesebb vagy minél egyenletesebb eréforras-felhasznalas. [39, 98, 110, 111,
202]
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Olyan projektek esetén célszerii ezt a moddszert hasznalni, ahol lehetdség van

potldlagos eréforrdsok bevondsdra, de a projekt csiiszasa nem megengedhetd (pl.
reaktorcsere). [98, 202, 297]

Ezzel szemben az erdforrds-korldatos erdforras-allokdcional a korlatot a meglévd
eroforrasaink szolgéltatjak. Ezt az er6forras-korlatot tehat nem l1éphetjiik tl, a célunk pedig: a
program végrehajtasa a lehetd legrévidebb id6 alatt. [31, 33, 39-44, 133, 202, 243, 244, 287,
297, 377-380]

Ebben az esetben tehdt az erdforrasaink jelentik a szlik keresztmetszetet.
Természetesen itt is az a célunk, hogy a projektet minél hamarabb be tudjuk fejezni, de a
meglévo erdforrasainkbol kell gazdalkodni. Pétldlagos erdforrasok igénybevételére altalaban
nincs mod. A legtdbb projekt esetén ezt a modszert alkalmazzédk, hiszen a projekt vezetdje
pontos képet kap, hogy a rendelkezésére allo erdforrasokbdl adott idépontra meg lehet-e
valositani a projektet vagy sem. Ha nem, akkor még mindig elgondolkodhat azon, hogy
potlolagos erdforrdsokat vesz-e igénybe, illetve kiadja-e a részmunkékat alvallalkozoknak.
[39, 69, 79-81, 85-87, 97-99, 110, 111, 118, 246, 250, 273, 297, 354-355]

Barmelyik erdéforras-allokaciés modszert alkalmazzuk is, legtobb esetben a beruhazo
cégek megelégszenck egy un. megengedett megoldds megtalalasaval, vagyis egy olyan
itemtervvel, ahol a megvaldsitds soran a rendelkezésre 4&ll6 er6forrasainkat vagy
idokeretiinket nem 1épjiik tal. Egy ilyen megengedett megoldds néhany tevékenység esetén
kézzel, tobb tevékenység esetén szamitastechnikai szoftverekkel (pl. Microsoft Project, CA-
SuperProject, Primavera stb.) viszonylag konnyen megtalalhat6. Egy ilyen tin. megengedett
eroforras-allokécid esetén sokszor szamos probléma meriilhet fel. [111, 202, 399-401]

Tobb mint 200 tevékenységet tartalmazd projektek esetén fontos lehet példaul, hogy
az erdforrasainkat viszonylag egyenletesen hasznaljuk fel, vagy a tevékenységeket a lehetd
legkorabban végrehajtsuk stb. Ezeket a kivanalmakat célként (célfiiggvényként)
fogalmazhatjuk meg. Egy erdforras-allokdacios probléma (adott célfiiggvényre nézve)
optimdlis megolddsa egy olyan megengedett iitemterv lenne, amely az adott célt legjobban
kielégiti (vagy masképpen a célfiiggvény értéke ebben az esetben minimalis/maximalis). [202,

220-221, 296, 328]
1.4 Algoritmusok csoportositasa

Altaldban egy probléma megoldasara hasznalt modszereket harom csoportba oszthatjuk. [6,

20, 101, 144, 187, 242, 251, 306, 336, 344, 376]
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e Heurisztikus modszerek
o Evoluciés modszerek

e Algoritmikus mddszerek

A heurisztikus modszerekre jellemz6, hogy hamar adnak gyors megoldast, melyek viszonylag
jol hasznélhatok, de legtobbszor nem garantaljak az optimélis megoldds megtalalasat. Az
ilyen algoritmusok valamilyen jol bevalt tapasztalati modszereket kovetnek, melyek néha
egymasnak is ellentmondanak. A heurisztikus modszerek igen kozkedveltek. Ennek egyik
oka, hogy viszonylag kevés szamitdsi idot igényelnek, masik nagy elonye, hogy a fejlett
heurisztikus moddszerek (pl. genetikus algoritmusok) viszonylag gyorsan optimumkozeli
megoldast szolgaltatnak. [10-12, 24, 27, 32, 37, 41, 204, 211, 212, 216, 254, 290, 301-305,
313, 338, 341, 374, 393-395] Legtjabb kutatdsok a mesterséges intelligencia eszkoztarat is
kihasznaljak. Ennek koszonhetéen az algoritmusok képesek tanulni. Korabbi
megoldaskereséseket elemezve a kovetkezokben esetleg gyorsabban taldlnak egy elfogadhato
megengedett megolddst. Masik fontos kutatdsi teriilet az un. genetikus algoritmusok
alkalmazdsa. Ezt a modszert az evolucids modszereknél is eldszeretettel alkalmazzak. A
modszer Iényege, hogy a kiilonb6zo egyedek — melyek pl. maximalizalasi/minimalizalasi
feladatban egy adott pontban helyezkednek el, és a maximalizadlandd, vagy minimalizalando
fliggvény abban az adott pontban 1évé értékével rendelkeznek — egymadssal
rekombinaldédhatnak és 1) egyedeket hozhatnak 1étre. Kutatasi eredmények azt mutatjak, hogy
ezekkel a mddszerekkel viszonylag gyorsan lehet megengedett megoldast talalni a legtobb
optimalizacios feladatra. [154-156, 301, 321, 323] Sajnos azonban, ha az optimalitas
szamunkra fontos, akkor ezek a mddszerek kevésbé hasznalhatok, hiszen optimalis megoldas

megtalalasat egyik modszer sem garantélja.

Az algoritmikus modszerek ezzel szemben garantaljak az optimalis megoldast, ennek ara
viszont az, hogy altalaban joval lassabbak a heurisztikus modszereknél. Viszonylag gyors
(polinomialis) lefutdsi idejii problémdk esetén szinte kizardlag algoritmikus modszereket
alkalmaznak, hiszen ebben az esetben a probléma szamitasi igénye még kezelhetd, és valoban
optimalis megoldast el tudunk érni véges (€¢s még belathatd) idon beliil. Heurisztikus, vagy
algoritmikus modszerek alkalmazasanak kérdése kombinatorikus feladatok esetén vethetd fel

elsésorban. [242, 306] Itt a feladatok szamitasi igénye igen nehéz. NP-teljes vagy NP-nehéz
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feladatok megoldasa sok esetben egyszeri algoritmikus eljarasokkal szinte reménytelen.

[144, 181, 306] A feladatmegoldas gyorsitasara altalaban két iranyba lehet elindulni. Az egyik
modszer az Un. korlatozas és szétvalasztas (angolul: Branch and Bound), ahol a kiértékelés
soran olyan allokéaciokat, melyek nem vezetnek optimalis megoldasra, kiejtjiik a dontési fabol.
Ezeket a részproblémakat tovabb nem értékeljiik ki. Ezaltal jelentdsen csokkenthetjiik a
probléma nagysagat. [61, 169, 170, 242, 298, 306] A masik gyakran alkalmazott modszer a
dinamikus programozas, melyben szintén felbontjuk a problémékat tovabbi részproblémakra.
Ezeket akar egyidejileg is kiértékelhetjiik. [26, 101, 118, 335] Tobb szamitégépen
egyidejlileg futtatva egy ilyen problémat akar toredékére csokkenthetjilk a sziikséges

szamitasi 1dot.

Az evolucios modszerek a kettd kozti atmenetet képviselik. Egy heurisztikus modszer altal
megadott megengedett megoldasbol indulnak, amelyet fokozatosan javitanak. Hatranyuk
ugyanaz, mint a heurisztikus megoldasoknak, vagyis nem garantalt az optimalis megoldas
megtalaldsa véges lépésben. Ide tartoznak példaul a kiilonb6zdé szimuldcids modszerek,

melyek minden 1épésben egyre jobb megoldast szolgaltatnak. [34, 57, 76, 242]
1.5 Utemezés, eréforras-allokacio

A halotervezés egyik legfontosabb feladata, hogy a mai gazdasagi ¢letben az egyes
folyamatokat leirjuk, tevékenységeiket megadott sorrendben ¢és adott iddtartammal
szemléltessiik, valamint az igy kapott grafbol matematikai segédletekkel, algoritmusokkal a
legmegfelelobb sorrendet allitsuk fel a folyamatok kozt, figyelembe véve a tervezés soran a
technolégiai, gazdasagi dsszefiiggéseket. [38, 119, 202, 212]

Egy projekt tervezésekor adottak bizonyos tevékenységek (pl. egy épités esetén alap
dsdsa, betonozds, a tetOszerkezet kialakitasa stb.) A tevékenységekhez rendelhetdk
er6forrasok, amelyek megmutatjak, hogy az adott tevékenység elvégzéséhez mennyi
erdforrasra van sziikség (pl. hany emberre, berendezésre stb.). [28, 161, 162, 202]

A tevékenységek egymasutanisigat (rdkovetkezési relacidit) sokféle modon
abrazolhatjuk. Talén a legismertebb mddszer a CPM-héloé vagy MPM-hal6 alkalmazésa.

Az idéegység lehet barmilyen (nap, hét, honap stb.). A tervezéskor mindig azt az
idotartamot rendeljiik a szoban forgo tevékenységhez, amely alatt a tevékenység normalis

kortilmények kozott elvégezhetd. Ezen tevékenységekhez (pl. CPM-hald esetén) nyilakat
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rendeliink, ezzel jeloljik Oket a haléban. Ennek az iddtervezésnek a célja, hogy az egész

haloterv atfutasi idejét meghatarozzuk. [4, 25, 202]

A logikai hélo tervezése utan a kezdd és befejezd esemény kozott az egyes
tevékenységeket jelold nyilak mentén haladva tobb utat taldlhatunk. Az egyes utak az
1dotervezés szempontjabol akkor nyernek értelmet, ha hozzajuk a végrehajtashoz sziikséges
id6tartamot rendeljiik. A haloban a kezdd és befejezd esemény kozott tobb 1t is 1étezhet, és
ezek kiilonbozd 0sszid6t igényelnek. Ezek koziil kell kivalasztanunk azt az utat, mely a
leghosszabb idejli, és ezt nevezziik kritikus Utnak. Ez azért kritikus, mert ha ezeknek a
tevékenységeknek — melyek ezen az uton taladlhatéak — a kezdése csuszik, akkor az egész
program ideje elcstuszhat, mely egy nagy projekt esetében hatalmas veszteséget jelenthet. [4,
25,122, 202, 307]

A mddszer soran kiilonféle idémutatokat hasznalhatunk fel az elemzésre, mint példaul
legkorabbi kezdési idopont, legkorabbi befejezés, legkésobbi kezdés €s befejezés stb.

Ezek segitségével a tartalékidok kifejezhetok, melyek a feltételektdl fliggden
kiilonbozdek. (Lasd. 1.3.4. fejezet) [4, 25, 202, 307]

A CPM- ¢és az MPM-halotervezés és ezek elemzése messzebb mutat, mint azt elsére
felismerjiilk. Ezen eljarassal koltségoptimalizalast is végezhetiink, mert az élet legtobb
teriiletén a tevékenységek bizonyos koltséggel hajthatok végre, viszont a végrehajtasi ido
rovidithet6 is megfeleld koltségnovekmény ellenében. [8, 9, 18, 25, 137, 218-219, 239, 352]
Erre a problémara a Kelley-Fulkerson-féle algoritmus meghatarozza az egész hald kozvetlen
koltségeit. [139, 203-205]

A koltségek minimalizalasa mellett az er6forrasok hatékony felhasznélasa is cél a
projekt megvaldsitasa soran. Az er6forrdsok hatékony felhasznaldsanak vizsgélatat
végezhetjlik az litemezéssel egyiitt vagy az iitemezés utan. Mindegyik modszernek megvan a
maga elénye és hatranya. Fontos megjegyezni, hogy mig az iitemezés, illetve konvex
koltségfiiggvények esetén a koltségminimalizalds polinomidlis 1dében megoldhatd
(viszonylag kevés szdmitasi idot igényld) feladat [51, 88, 94, 120], addig az eréfordsok
optimalis allokél4sa (kombinatorikus) NP-nehéz feladat. [7, 81, 144, 181, 242, 276, 306]

Legujabb kutatasok nyoman erdforras-allokaciora a mesterséges intelligencidban
hasznalt heurisztikus algoritmusokat, illetve genetikus algoritmusokat is alkalmaznak. Ezek a
modszerek képesek a korabbi allokaldsokbol ,tanulni”. Tobbszori alkalmazés soran hasonld

er6forras-allokaciokra egyre jobb eredményt kapunk.[10, 164, 173-177, 301]

36



l. Irodalmi attekintés, alapfogalmak

A legtdbb erdforras-allokéacid alkalmazéasa esetén eldszor a kovetkezd 1épéseket kell

elvégezniink.

1.5.-1 abra: eréforras-allokaciés médszerek lépései

A logikai tervezés sordn olyan haldtervet készitiink, amely a technologiai szempontbdl
megengedheté maximalis parhuzamositasi lehetéségeket tiinteti fel. Igy a logikai tervezés
eredménye egy maximalisan tomoritett halo lesz. Amennyiben meghataroztuk / megbecsiiltiik
a tevékenységek (varhato) idotartamat, akkor valamely iitemezési algoritmussal kiszamitjuk a
tevékenységek legkorabbi, illetve legkésObbi kezdését, illetve befejezését. Ha tovabbi
informacioink vannak, pl. meg tudjuk hatidrozni vagy becsiilni a tevékenységek (varhato)
eroforrassziikségleteit, illetve a rendelkezésre allo6 erdforrasainkat, akkor egy erdforras-
allokdcios modszerrel lehetdségiink van olyan iitemtervet késziteni, melynél az
er6forrasainkat megfeleléen hasznaljuk fel. [4, 73-75, 157, 158, 173-177, 288-289, 312]

Léteznek olyan modszerek is, melyek az iitemezés sordn is figyelembe veszik a
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tevékenységek erdforrasigényét, és a tevékenységek legkorabbi, illetve legkésObbi kezdését,

illetve befejezését ennek fiiggvényében modositjak. 7, 28, 42, 118, 264, 340]

Az egyes tevékenységekhez felvett eréforrasigényt egy vonalas iitemterven
szemléltethetjiik, majd ezutan felrajzolhatjuk a terhelési diagramot. Ennek tervezési szabalya
(eréforraskorlatos eréforras-allokacio esetén) a kovetkezo:

e Az erdforrasigényt négyszoggel jeloljiik. El6szor mindig a kritikus 0t tevékenységeinek
er6forrasigényét rajzoljuk be, mutatva ezzel azt, hogy ezen tevékenységeknek itt kell
maradniuk ahhoz, hogy a kritikus idépont ne csusszon.

o Igy kapunk egy olyan un. terhelési diagramot, melyen feltiintetjik az egyes

tevékenységeket a megfeleld eréforrasigényiikkel.

Célunk kettds: egyrészt az egész programot tovabbra is a legrovidebb id6 alatt
fejezziik be, de ugy, hogy egy meghatarozott eréforraskorlatot ne Iépjlink tal. [113, 341] A
kiindul6é allapotban minden tevékenységet a lehetd legkorabbi iddre iitemeztiik be. Ezt az
idépontot meg lehet hatdrozni egyrészt az iitemezésnél (ebben az esetben viszont a legtobb
esetben tullépjlik az eréforraskorlatot), [288-289] masrészt alsd korlatot lehet keresni, mely
figyelembe veszi az erdforrasigényeket, illetve az erdforraskorlatokat is (ez a megoldas
altalaban szintén nem lesz megengedett, de jobb becslését kapjuk a tevékenységek lehetd
legkorabbi kezdésének). [43, 169-171, 210, 280, 291-292, 294-295, 345-346, 396] Barmelyik
modszert hasznaljuk is, az er6forraskorlatot talléphetjiik. Ezért példaul egy ugynevezett
simit6 eljarast alkalmazhatunk a kapott terhelési diagramon, mely segitségével egy
megengedett megoldast kapunk, mely azt a feltételt teljesiti, hogy a munkafolyamatunk
id6tartama alatt nem fogjuk tullépni az adott eréforraskorlatot, valamint nem sértjilk meg a
rakovetkezési relacidokat, melyek megadjak, hogy egy tevékenységet milyen mas
munkafolyamat kovet. [166, 282, 288-289]

Valamennyi eddig alkalmazott modszer nagy hidnyossdga, hogy a human
er6forrasoknal nem szamol annak az adott munkdban vald jartassagaval, illetve nem
foglalkozik azzal a kérdéssel, hogy amennyiben az ajanlati ar kisebb, akkor mekkora az a
maximalis mindségi kompromisszum, amellyel még elvallalhaté a projekt megvaldsitasa.

Olyan projektek esetében, amelyek tobb mint 10 000 tevékenységet tartalmaznak,
nincs mod az optimalis eredmények eldallitasara, mivel a probléma naggyd és Osszetett

kombinatorikussa valik. [202]
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Vannak olyan algoritmusok is, melyek az litemezést és az allokalast egyszerre végzik.
Elénye, hogy id6t takaritanak meg. Hatrdnya, hogy a kozbensd 1épések sokszor iitemezés

szempontjabol sem megengedettek. [7, 19, 21, 22, 92, 93, 347]
1.5.1 Allokalas

A hatvanas évek elején kifejlesztették az allokdlasi probléma két megkozelitését, amelyek
er6forraskorlatos és idokorlatos vagy simitdsos allokalasi eljardsként ismertek. Azt remélték,
hogy ezek esetleg megfeleld valaszt adnak az erdforras- vagy iddkorlatok alternativ
problémajara. Mindegyikre tobb eljarast dolgoztak ki. Az eljarasok két csoportba oszthatok:
soros €s parhuzamos feldolgozason alapuldkra. [202, 213]

Az eltérés a tevékenységek ,,megszakitasanak” projektekbe tervezett mennyiségét
érinti.

Egy tevékenység megszakithatosagat a kovetkezoképpen definidlhatjuk: ,Egy
jelenleg folyamatban 1évo tevékenység megallasa azaltal, hogy eréforrasait elveszik azért,
hogy egy magasabb prioritasi tevékenységhez hasznaljak fel oket.” A tevékenység-
megszakitast dltalaban mindkét eljarasban megvaldsitjak, a procedura kivalasztasat a tervezett
megszakitds varhatdo mértékének kell irdnyitania. Ha a projektben a tevékenységek jelentds
hanyadat szadndékozzadk megszakitani, akkor parhuzamos allokalast kell alkalmazni;
egyébként pedig soros allokalast. [202, 213]

A soros ¢és parhuzamos eljardsokat valamilyen formaban valamennyi jelenleg
rendelkezésre allo projektmenedzsment-szoftverben alkalmazzak. Ez a csoportositds ma is
hasznos modja a programok osztalyozdsanak. Kiilonbozo feltételek mellett mindkettd

sikeresen célozza meg az eréforraskorlatos eset problémajat. [13]
1.5.1.1 A soros allokalasi eljaras

Ez olyan eljards, amelyben egy konstans prioritdsi szabaly alkalmazasdval még a
tevékenységek litemezése eldtt rangsoroljak a projekt(ek)ben szerepld tevékenységeket. E
prioritasi lista alapjan szigoru rendben iitemezik be a tevékenységeket — a lehetd legkorabbi
idépontban, az eréforrasok hozzaférhetdségének és a halo(k) kovetelményeinek megfelelden.
Egy soros eljarasban megszokott a megel6zési korlatoknak (rakovetkezési relacionak) a halod
idéelemzésén alapuld, szabalyozott, automatikus szamitasba vétele. A legelterjedtebben

hasznalt szabaly az, hogy a tevékenység legkésObbi kezdési idOpontjat hasznaljak a datumok
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emelkedd sorrendjében, ¢és a teljes tartalékidé alkalmazasa 4altal felmeriilo esetleges
kotottségeket feloldjak — megintcsak novekvd sorrendben. [202, 213

A figyelembe vett tevékenységek iitemezésekor — arra alapozva, hogy minden
megeldzo tevékenység befejez0dott — a rendszer eldszor azt a legkorabbi idOpontot ellendrzi,
amelyhez a tevékenységet allokalni lehet. Azutdn meghatdrozza, hogy abban az id6pontban
elegendd erdforrds dall-e rendelkezésre a tevékenység megkezdéséhez. Ha nem, akkor
elékeresi az er6forrds-hozzaférhetdségi tablazatokat, hogy meghatarozhaté legyen a
tevékenység-iddszak litemezése. A tevékenység litemezése utan a rangsorolt lista kovetkezd

tevékenységét ugyanigy fontoléra veszik. [202, 213]
1.5.1.2 A parhuzamos allokalasi eljarasok

Ez olyan eljaras, amelyben prioritdsuk szerint csak a kezdésre képes tevékenységek keriilnek
rangsorolasra — az egyes iitemezési idOszakoknal alkalmazott allandé szabdllyal. Az
litemezéshez ebbdl a listabol felmeriilési sorrendben, az erdéforrdsok hozzaférhetdségétol
fliggden veszik ki a tevékenységeket. A be nem ilitemezett tevékenységeket visszahelyezik a
listaba, hogy a kovetkezd iitemezési iddszakban az Uj tevékenységekkel egyiitt
rangsorolhassak Oket.

Ez az iitemezés nagyon eltérd filozofiaji, mert egy listaban gyijti 0ssze az Osszes
olyan tevékenységet, amely egy meghatarozott iitemezési iddszakban figyelembe vehetd.
Tekintettel arra, hogy minden informécid rendelkezésre all, a tevékenység litemezésére vagy
késleltetésére irdanyuld dontést megalapozottan lehet meghozni. Ez kiilondsen a megszakitott
tevékenységnél fontos, és ez az oka annak, hogyha a projektben sok tevékenységet
szandékoznak megszakitani, ezt a megkdzelitést kell alkalmazni. [202, 213]

Ez az eljaras is jol megvaldsithato ilitemterveket hoz 1étre, de 1ényegesen nagyobb
szamitasi igénnyel. Ennek oka a rangsorolandé tevékenységek €16 listaja. Ez a leglassabb
miivelet, amit a szamitogép elvégez, és raadasul a parhuzamos eljarasban minden idolépésnél,

mig a soros eljarasban csak egyszer kertil végrehajtasra. [202, 213]
1.5.2 Eréforras-allokacié (ERALL-médszer)

A logikai tervezés soran (a CPM-modszerrel) olyan héalotervet készitlink, amely technoldgiai
szempontb6l megengedhetd maximalis parhuzamositasi lehetdségeket tiinteti fel. A logikai
tervezés eredménye maximalisan tOmdritett hald. Ennek megfeleléen az idotervezésnél

minimdlis id6tartamokat kapjuk meg az egyes tevékenységekre nézve. Amennyiben
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elkészitjiik a halora vonatkozd eréforrasterhelési diagramot (lasd pl. 2.1.3-2 abra), akkor

lathatjuk, hogy egy adott eréforraskorlatot talléphet. Az erdéforras-allokacid célja az, hogy
(lehetdleg) az atfutasi idot nem novelve, a kapacitdskorlatot nem tallépve a nem kritikus
(alternativ) uton (utakon) 1évo tevékenységeket a tartalékidejiikon beliil mozgassuk el ugy,
hogy az er6forrasterhelési diagram a kapacitaskorlatot minden pontjdban kielégitse. Ezt egy
simitasi eljarassal valosithatjuk meg, mely egy heurisztikus eljaras. Ez a modszer, ha létezik a
feladatnak egy megengedett megoldasa, akkor megtalalja. Az eljaras el6szor megprobalja ugy
belitemezni a tevékenységeket, hogy a kritikus Ut ne ndvekedjen. Ha ez sikertil, akkor ezt a
tovabbiakban nevezziikk nem kritikus megoldasnak. Ha ilyen megengedett megoldas nem
l1étezik, akkor a modszer megprobalja tigy beiitemezni a tevékenységeket, hogy a kritikus ut
minél kevésbé ndvekedjen. Ha egy tevékenység erdforrdsigénye nagyobb, mint az
er6forraskorlat, akkor biztosan nincs megengedett megoldas. [288-289]

Miért csak megengedett megoldast talal ez a modszer? Azért, mert a nem kritikus ton
1évo tevékenységeket nem egy adott célfiiggvénynek megfeleléen (pl. a lehetd legkorabbi
id6pontra) ilitemezi be. Az optimalis megoldds az lenne, hogy ha a tevékenységeket ugy
titemeznénk be, hogy ezeket a célfliggvényeket figyelembe vessziik, de gy, hogy az

er6forraskorlatot egyetlen iddpillanatban se 1épjiik tal.
1.6 Optimumkeresési eljarasok

Dinamikus, Branch & Bound ¢és linearis programozasi [251] technikékat alkalmaztak
sikeresen 200 tevékenység alatti, néhany erdéforrdssal rendelkezd haldkra vonatkozo optimalis
megoldasok kialakitasahoz. Ennek ellenére az ilyen projektek csekélyek azokhoz viszonyitva,
amelyek 5000 tevékenységgel rendelkeznek €s 10-20 kiilonb6zo erdforrast alkalmaznak. [26,
41, 61, 85, 118, 202, 319, 363, 394, 395]

A modern rendszerekben természetesen nem kovetelmény, hogy az eréforrasokat a
tevékenység teljes idOtartama alatt hasznaljak, vagy egy idoben kizarélag egyet hasznaljanak
fel egy tevékenységre, vagy a tevékenységet ne osszdk meg. Végiil nem szabad elfelejtent,
hogy a szamitési eljarasok 4ltal felhasznalt adatok nem pontosak — mivel becsléseken

alapulnak — és az esetleges hibak érvénytelenitik az optimumot. [7, 202]
1.6.1 Kiegyenlités

Az erbforras/ido korlatozottsag probléméjanak megoldéasat az elsdk kozott célozta meg a

kiegyenlitési technika. Ez legegyszerlibb formajaban azt jelenti, hogy valamilyen eljarassal
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eldallitott litemtervnél megprobaljak kiegyenliteni az erdéforrasigények ,,csucsait” és
,volgyeit” — néhany tevékenység (alternativ utakon 1évé tevékenységek) jraiitemezésével. A
kezdési titemterv sok esetben a legkorabbi kezdési aggregacio, de lehet egy nagyon kifinomult
allokécios eljaras altal kialakitott sszetett litemterv is. A kiegyenlités egyszertien hangzik, de
a gyakorlatban nem az. Ha egynél tobb projekt létezik a szervezetben, akkor az eltérd
er6forrasok kozotti kdlesonhatds rendkiviil bonyolult helyzetet teremt. Tovabba — mivel az
»egyensuly” jelentésének nincs 4ltalanosan elfogadott definicidja — rendkiviil nehéz
meghatdrozni a ,kiegyenlitési” eljards leallasi pontjat. Sok esetben az a gyakorlat, hogy a
rendszer szamara kijelolnek egy lefutdsi iddt, és az id6 végén megszerzett eredményt
elfogadjak. Sajnos a kereskedelmi szoftverek koziil néhany helyteleniil hasznalja a
kiegyenlités kifejezést, ugyanis szerintiik az allokacionak a rendelkezésre allo erdforrassal
szembeni egyensulyat jelenti. Ugyanigy vannak olyan szoftverek is, amelyek szerint a
kiegyenlitések tulajdonképpen allokalasok. [202, 272]

Ezek az algoritmusok egy egészvaltozos (IP) [148] vagy egy egészvaltozdval kevert

lineéris programozasi feladatra (MILP) vezetik vissza a problémat. [242]
1.6.2 Heurisztikus és algoritmikus eljarasok 6sszehasonlitasa

Eréforras-tervezésre leggyakrabban a mai napig heurisztikus eljarasokat hasznalnak. Ennek az
az oka, hogy bizonyos (10 000) tevékenységszam és néhany (5-10) erdforrastipus esetén a
probléma kezelhetetlenné valik. [7,59,170,202] A mai szamitastechnikai teljesitmény
ellenére is gyakran az optimdlis megoldds megtaldldsa reménytelen feladat. Az
optimumkeresé algoritmusok masik nagy hianyossaga, hogy a kdozbensé megoldasai altalaban
nem megengedettek. Ha tehat a feladat annyira bonyolult, hogy valoszinlsithetd, hogy az
adott erdéforras-tervezési problémat nem tudjuk meghatarozott idén beliil megoldani, akkor
nem tudjuk megallitani a keresést, és az eddigi legjobb megoldast elfogadni, mert az sem
garantalt, hogy ez a megoldas egyaltalan megvalosithaté (megengedett eréforras-allokacio)
lesz. [7]

Az erdforras-tervezés sordn hasznalt evolicids eljarasok kiinduldé megoldéasai ugyan
lehetnek megengedettek, de itt sem garantalt, hogy a kdzbensd Iépések megengedettek
lesznek. [7]

A kovetkezd tablazatban heurisztikus és algoritmikus eljarasok Osszehasonlitasat lathatjuk

futési id6 szempontjabol.
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Tevékenységek szama:=50

Algoritmus Futasi idd (sec)
Branch and Bound 1920,7
Dyn. Programming 0,0026
Tevékenységek szama:=1000

Célfiiggvény

Futasi idé | optimalis megoldastol

Algoritmus (msec) valé eltérése
Dyn. Programming 9000 0,00 %
Peak Heuristic <1 123,81 %
Merge Heuristic 2 4,79 %
Split Heuristic 10 25,93 %
LP Heuristic 452 22,34 %
Merge and Split 5 3,85 %
LP + Merge and Split 452 1,77 %

1.6.2-1 tablazat: algoritmikus és heurisztikus modszerek atlagos futasi ideje

A fenti tablazatbol is lathatjuk, hogy a heurisztikus eljarasok nagyon gyorsan
viszonylag joO megoldast adnak. Ha a feladat soran mas a célfiiggvény (pl. egyenletes
er6forras-kihasznalas, lehetd legkorabbi kezdés stb.), akkor ezekre mds és mas heurisztikus
eljarasokat kell alkalmazni. [7, 98, 118, 165, 182, 315, 394-395]

Egy erdforras-allokdcios probléma (adott célfiiggvényre nézve) optimdlis megolddsa
egy olyan megengedett litemterv lenne, amely az adott célt legjobban kielégiti (vagy
masképpen a célfliggvény értéke ebben az esetben minimalis/maximalis).

Az optimumkeresd eljarasok nagysagrendekkel lassabbak. Gyakorlatban kétfajta
eljaras terjedt el ezek koziil, az egyik az Gn. Branch and Bound eljaras, a masik az un.

dinamikus programozas. [7, 314]
1.6.2.1 A Branch and Bound algoritmus

A kombinatorikus optimalizalasban illetve a mesterséges intelligencidban igen elterjedt
modszer a korlatozas és szétvalasztas modszere. A legtobbszor olyan NP-nehéz optimalizéalési
feladatok megoldasanal alkalmazzéak, ahol a nem heurisztikus eljarasokkal torténé megoldas
meghaladna a mai szamitasi kapacitasokat. [65, 144, 179, 242, 306]

Az optimalis er6forras-tervezés is NP-nehéz feladat, ami azt jelenti, hogy nagyszdmu
eréforras esetén lehetetlen belathatd idon beliil eredményhez jutni, pedig a feladat igazabodl
nagyszamu eréforras esetén valik izgalmassa és gyakorlati haszna is ekkor van. Mara mar
szamos konyv ¢€s publikacid foglalkozik az eljaréssal, hol kiterjesztve azt a legaltalanosabb
esetekre [242, 276], hol pedig egy-egy specialis problémat taglalva [85, 168, 181, 368]. A

feladattipusok sokrétiisége ellenére azonban mindig jellemzd, hogy valamiféle globalis
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minimum vagy maximum ¢értéket keresiink, illetve az, hogy a feladat nagysdganak

novelésével jelentdsen (sokszor exponencidlisan) nd a kiértékelendd részproblémak szadma.
Az, hogy az eljaras ilyen széles korben alkalmazhato, az annak kdszonhetd, hogy ez csupan
egy kereteljaras, melyet mindig az aktualis problémahoz kell igazitani. A kereteljarast ugy
értelmezhetjiik, hogy adott tobb részeljards, vagy mas néven szabalyok, melyeknek csupan
altalanos miikodését, valamint sorrendjét adja meg a B&B-algoritmus. Azt viszont, hogy az
egyes részeljardsokat pontosan hogyan alkalmazzuk, azt mar az adott feladat szabja meg.

[242, 276]

A B&B-algoritmus formalis leirasa

Ahogy az el6z6 részben lathattuk, a B&B-algoritmus leirdsa, kiilonféle absztrakciods
szinteken, mar szamos tudomanyos munkaban megjelent. Miel6tt az eljarast attekintenénk,
figyelembe kell venniink, hogy célunk csupan a megvalositandd rendszer miikddésének
megértése, illetve elméleti hatterének megalapozasa, €s nem az eljaras teljes részletekbe mend
matematikai leirdsa, vagy példdul helyességének vizsgalata. Az elosztott rendszeriink egy
altalanos keretet biztosit a mar meglévd, specidlis feladatokra optimalizalt B&B-eljarasok
szamara, igy ennek az absztrakciés szintnek megfelelden elegendd a kereteljarassal és annak
komponenseivel megismerkedni. A jelen fejezet célja tehat az altalanos keretalgoritmus
megismerése ¢s formalis leirdsa. Mas, matematikailag részletesebb leirast taldlhatunk példaul
Imreh Balazs ,,Kombinatorikus optimalizalds” cimii kdnyvében. Szdmunkra fontosabb az

eljaras részeit képezd szabalyok kiemelése. [242, 276]

Az algoritmusban alkalmazott szabalyok és szerepuk

Az egyszerliség kedvéért a tovabbiakban feltételezziik, hogy minden tekintett optimalizalési
probléma minimalizalasi feladat, azaz a lehetséges megoldasok koziil a minimalis értékiit
szeretnénk kivalasztani. A B&B algoritmus négy alapvetd szabdllyal jellemezhetd, melyek a

kovetkezok: [242, 276]

1. szétvalasztasi szabdly (branching rule): ez a szabaly hatdrozza meg, hogy egy adott

részproblémat mi alapjan valasztunk szét kettd vagy tobb részproblémara.
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2. korlatozasi szabdly (bounding rule): azt hatarozza meg, hogy miként szamolhato ki egy

adott részprobléma optimalis megolddsanak alsé korlatja.

3. kivalasztasi szabdly (selection rule): ez a szabaly definidlja, hogy miként valasszuk ki a
kovetkezo szétvalasztando részproblémat a még feldolgozasra varo részproblémak koziil.

4. kizaras szabaly (elimination rule): ez a szabaly adja meg, hogy mi alapjan zarhatjuk ki
azokat a részproblémakat, amelyek megolddsai nem vezethetnek a kiinduldsi probléma egy
optimalis megoldasdhoz. Legyen P, a megoldand6é minimalizalasi probléma. A szétvalasztasi
szabaly ismételt alkalmazdsaval az eredeti P, probléméanak egyre finomodo felbontasat
hozzuk létre. Az igy kapott 0j részproblémak egy B=(P,4)-val jeldlt fa strukturdba
rendezhetdk, ahol P a csucsok, 4 pedig az ¢lek halmaza. Ezt a fat keresofanak nevezzik. A
keres6fa gyokere a Py kiinduldsi probléma. Ha egy P; részprobléma a P; részprobléma
dekompozici6jabdl jott 1étre, akkor (P;, P;) € A. Egy csucs szintje a faban megegyezik a
gyokértdl az adott cstcsig vezetd élek szamaval. A gyokér a 0. szinten helyezkedik el. Legyen
tovabba f(P;) a P; részprobléma optimalis megoldasa, valamint ha P; részproblémat P;... P

részproblémakra bontjuk szét, akkor az f fiiggvényre teljestil, hogy:
f(P)=min{f(P). (1.63.1-1)

Ezek utan legyen g(P;) a P; részproblémahoz tartozo alsé korlat, melyet a korlatozasi
szabaly alapjan szdmitunk ki, T pedig azoknak a részproblémdknak a halmaza, amelyek mar
nem bonthatok tovabbi részproblémakra, azaz a keresdfa leveleit képviselik. A g fiiggvény a

kovetkezo tulajdonsagokkal rendelkezik:

g(P;)) <f(P)), barmely P; € P esetén, (1.6.3.1-2)
g(P;) = f(P)), barmely P; € T esetén, (1.6.3.1-3)
g(Py) < g(Py), barmely (P, P)) € A esetén. (1.6.3.1-4)

A tulajdonsagok fentrdl lefelé a kovetkezoket jelentik: g egy alsod becslése f~nek, g pontos
becslés, ha P; dekompozicié nélkiil megoldhatd, valamint az als6 korlatok monoton nem
csokkendek. A B=(P,A) keres6fa adott P; csucsaihoz cimkeként hozzéarendeljiik a g(P;)
érteket. Ezeknek a cimkéknek a tovabbiakban fontos szerepe lesz abban, hogy eldontsiik, a

keres6fa egy adott agat lezarhatjuk-e, vagy tovabb folytassuk a keresést. A keresés, azaz a
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keresdfaban taladlhato tovabbi felbontasra varo részproblémak feldolgozasi sorrendje kiilonféle

stratégiak szerint torténhet.

Ilyen stratégidk, vagy mas néven heurisztikus keresések lehetnek példaul a mélységi,
sz€lességi vagy legjobb értéken alapuld keresések. A keresés sorrendjét a kivalasztasi szabaly
hatdrozza meg, és jelentdsen befolyasolhatja az algoritmus hatékonysagat. A kizarasi
szabalyban haromféle tesztet alkalmazhatunk, hogy megallapitsuk, az adott részproblémat
kizarhatjuk-e az optimalis megoldas keresésébdl. [242, 276]

Az elsé ilyen teszt azt vizsgalja, hogy az adott részprobléménak lehetséges-e olyan
megoldasa, amely kielégiti a kezdeti feltételeket (feasibility test). Azt a megoldast, amely
kielégiti a kezdeti feltételeket, lehetséges megoldasnak (feasible solution) nevezziik.
[242, 276]

A masodik teszt azt vizsgélja, hogy az adott részproblémahoz cimkeként hozzarendelt
alsé korlat érték nagyobb, illetve egyenlé-e az eddig ismert legjobb lehetséges megoldas
értekével (bounding test). Azaz P; részprobléma esetén g(P;) > f*(Py) feltétel teljesiil-e, ahol
[*(Po) az eddig ismert legjobb lehetséges megoldas, angol nevén: incumbent. Ugyanis, ha ez a
feltétel teljesiil, akkor a (1.6.3.1-4) és (1.6.3.1-2) egyenlOtlenségek alapjan a P; agat a
keres6faban lezarhatjuk, hiszen P; barmely P; gyermekére teljesiilnek a f(P)) = g(P;) = g(P;) =
S¥(Po) egyenldtlenségek. Mas szoval ez azt jelenti, hogy P; barmely P; részproblémajanak
megoldasa legfeljebb olyan jo lehet, mint az eddigi ismert legjobb megoldas, tehat felesleges
a P; részproblémat tovabb bontani. [242, 276]

A harmadik teszt, a dominancia teszt (dominance test) ugyanazon a megfontolason
alapszik, mint az el6z0 alsé korlat teszt, azzal a kiilonbséggel, hogy itt a vizsgalando P;
részproblémat nem az eddigi ismert legjobb lehetséges megolddshoz hasonlitjuk, hanem
minden kordbban kiértékelt részproblémahoz. Ha a korabbi P; részproblémak koziil akar egy
olyat is talalunk, amelyre fennall, hogy f(P;) < g(P;), akkor azt mondjuk, hogy P; dominans P;
-vel szemben, azaz P; -nek nem lehet jobb megoldasa, mint P; -nek, tehat ezt az dgat szintén

lezarhatjuk. [242, 276]
1.6.2.2 Dinamikus programozas

A dinamikus programozast rendszerint valamilyen numerikus paraméterektdl fiiggd érték
optimumanak meghatarozasira haszndljuk. A lényeg a kovetkezd: az optimalis megoldast

optimalis részmegoldasokbdl allitjuk eld. Az optimdlis részmegoldasokat egy tablazatban
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taroljuk, s a feladat ennek a tdbladzatnak szisztematikus feltoltésével oldhaté meg. A tablazat

elemeit rendszerint egy rekurziv dsszefliggéssel hatarozhatjuk meg. [26, 101, 238, 242, 276]

A dinamikus programozés alapétlete, hogy a megoldandd probléméat egy nagyobb
problémacsomagba agyazza be, amely problémacsomag alkalmas sorrendben kdénnyen
»felgdongyolithetd”. Minden egyes probléma egyszertivé valik a korabban megoldott mas
problémadk eredményének ismeretében. [26, 101, 238, 242, 276]

A két modszert nagyon jol lehet 6tvozni, elényeiket kihaszndlni. Tovabbi gyorsitasi
lehetdség, ha az egyes részproblémakat elosztjuk a kiilonbozd szamitogépek kozott, és a
részfeladatok kiértékelését kiilon szamitogéppel végezzik, majd a kiértékelés eredményeit
visszakiildjiik a kozponti szamitogéphez, amely ujbol kiosztja a feladatokat a tobbi

munkaallomasra. [26, 101, 238, 242, 276]

A parhuzamos B&B algoritmus

A parhuzamos B&B algoritmussal foglalkozé mivek [69, 80, 237, 258] szdma szinte
ugyanolyan bdséges, mint az altalanos algoritmussal foglalkozok szama.

Mieldtt azonban belekezdenék a parhuzamositds lehetdségeinek targyalasaba, fel kell
tenni a kérdést, hogy valdjdban miért is kell egy hatékonyan miikodé eljarast
parhuzamositani? Ahogy azt az el6z0 fejezet bevezetésében mar emlitettem, a B&B-
algoritmust nagyon gyakran NP-nehéz problémak megoldasanél alkalmazzik. Ezeknél a
problémaknal a feladat nagysdganak novelésével drasztikusan né a megoldasi id6, és ezzel
egylitt a szamitas er6forrasigénye is (pl. memoria). A parhuzamositas egyik elonye, hogy a
feladat felosztasaval €s azok egyidejli végrehajtasdval nagymértékben csokkenthetd a feladat
megoldasahoz sziikséges 1d0, illetve ha a megkozelitd B&B eljardsokat nézziik, akkor
ugyanannyi id6 alatt sokkal pontosabb eredményhez juthatunk. Masrészt gyorsan a
szekvencialis szamitogépek fizikai korlatjaiba iitkdzhetiink, példaul a processzor
teljesitménye, vagy a bévithetd memoriahelyek szdma erésen korlatozott. [26, 101, 242, 276]

Ezzel szemben, ha tobb szamitdgépet kapcsolunk Ossze, az erdforrdsok tetszdleges

mértékben novelhetdek, a teljesitmény megsokszorozhato.

Anomaliak

A parhuzamositds elényei ellenére a gyakorlatban igen nehezen valdsithatd meg, illetve csak

nagyon specialis esetekben mondhat6 el, hogy a processzorok (vagy a rendszerbe kapcsolt
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szamitogépek) szdmanak linedris novelésével a teljesitmény is linearisan novekedjen.
Eléfordulhat, hogy a parhuzamos eljarasnak tobb iddre van sziiksége, mint a megfeleld
szekvencialis (soros) algoritmusnak, ezt lassuldasi anomdlianak (deceleration anomaly)
nevezzik. Jo esetben azonban elérhetd, hogy a parhuzamos algoritmussal szuper-linearis vagy
nagyobb gyorsulas érhetd el a szekvencialissal szemben, ezt gyorsuldasi anomalianak (speedup
anomaly) nevezziik. A gyakorlati tapasztalatok azt mutatjak [80], hogy leggyakrabban az
ugynevezett hatranyos anomadlia (detrimental anomaly) érvényesiil, azaz a végrehajtashoz
szlikséges 1d6 valahol a szekvencidlis és a szuper-linearis végrehajtasi idé kozott helyezkedik

el.
1.7 Az litemezés, eroforrasallokacio alkalmazasi teriiletei

Utemezést, erdforrastervezést nem csak a projektmenedzsment és a logisztika teriiletén
alkalmaznak, hanem pl. informacids haldézatok optimalis terhelésénél, forgalomiranyitas,
illetve kémiai folyamatok iranyitasaban is. [5, 30, 52-54, 58, 138, 141, 145, 198, 330, 337,
339] KovetkezOkben elsésorban a projektmenedzsment teriiletén alkalmazhatdé modszerek
alkalmazasi lehetdségeit mutatom be.

A legtobb vallalat kevéssé haszndlja ki a halds, vagy mas tervezési technikdk adta
lehetdségeket. Ennek oka szdmos problémara vezethetd vissza.

1. Sokszor csak azzal van tisztaban a szervezet, hogy mit szeretne létrehozni,
megvalositani (vagy sokszor ezzel sem). Ennek pontos mikéntjét, a tevékenységek,
folyamatok meghatarozasat majd a megvalositas soran hatdrozza meg részletesen.
Ennek hatranya, hogy nagyon nehezen biztosithatdo, hogy az adott projekt a
meghatarozott idon beliil befejezodjon.

2. Néhany vallalat meghatdrozza részletesen az elvégzendd tevékenységeket. Ezek kozott
rakovetkezési relacidt is feldllitanak. Ennek ellenére 0gy gondoljak, hogy a
megvalositds kdzben a meghatarozott tevékenységadatok annyit valtoznak, hogy ez
teljesen meghiusitja a terv alkalmazhatosagat. Ezért sok esetben csak Gantt-
diagramokat alkalmaznak.

A csuszasok a legtobb esetben azért kovetkeznek be, mert
e atevékenységek idOtartamat a tervezés soran fix idéként és nem valdszinliségi
valtozoként kezelik, ezéltal az idétartamok bizonytalansagét a tervezés soran
nem veszik figyelembe;

e nem veszik figyelembe tervezéskor a tevékenységek eréforras-sziikségletét.
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3. Ha egy vallalat erdéforras-allokaciot is alkalmaz, akkor szamara legtobb esetben

elegend6 egy valamilyen megengedett megoldas megtalalasa.

Lathatd, hogy az alkalmazott mddszerek szervezési kérdéseket is felvetnek, hiszen a
pontos iitemezéshez, illetve az er6forrastervezéshez meg kell becsiilni a tevékenységek

id6tartamait, rakovetkezési relacioit, valamint a tevékenységek erdforras-sziikségleteit is.
1.7.1 A médszerek alkalmazasi feltételei, lehetéségei

Egy projektszervezet donthet ugy, hogy nem alkalmazza az iitemezés és eréforras-allokacios
modszer lehetdségeit. Ebben az esetben azonban — féleg nagyobb projektek esetén — nehezen
biztosithatd, hogy a projekt meghatarozott idon beliil befejezddjon. Kisebb projektek esetén
gyakran eltekintenek az litemezés €s er6forras-allokacios modszer lehetdségeitdl, mert azt egy
tapasztalt projektvezetd sok éves tapasztalatabol adodoan atlatja, és az egyes varatlan
eseményeket kezelni tudja.

Ha egy vallalat csak iitemezi a projektben elvégzendd tevékenységeit, akkor is meg
kell becslilnie az egyes tevékenységek varhatd idOtartamat. Két lehetésége van: vagy fix
lefutasi idoként kezeli az egyes tevékenységek idOtartamait, és a korrekcidkat késdbb a
projekt futasa kozben végzi majd el a tervben, vagy eleve valdszinliségi valtozoként kezeli a
tevékenységek iddtartamait, ezzel bizonyos hatarokon beliil kezelni tudja a projekt atfutasi
idejének bizonytalansagat. Tervezni tudja, hogy adott valosziniiségi szint mellett varhatéan
mikor fog befejezddni a projekt.

Az iitemezés feltétele a logikai Osszerendelés, illetve a logikai haldo megléte. Ennek
ellenére a gyakorlatban hasznalt projektmenedzsment szoftverek nem kovetelik meg a logikai
halo elkészitését. Egy tevékenység kezdési, illetve befejezési idejét manudlisan is meg lehet
adni. Ez a latszolagos kényelmi funkci6 gyakran nagyon csaloka lehet. Hiszen a
tevékenységek csuszasat mar nagyon nehezen lehet ezzel a modszerrel kezelni, hiszen ha egy
tevékenységhez nincsen hozzarendelve az 6t kovetd tevékenység, akkor egy esetleges csuszas
esetén a logikai sorrend akar teljesen fel is borulhat.

A csuszasok egyik oka lehet, hogy nem megfelelden hasznalja fel a vallalat a
rendelkezésére allo er6forrasokat, igy fontos szempont — féleg nagyobb beruhdzasok esetén —
az eroforrasok helyes felhasznalasa, az egyes tevékenységekhez kapcsolddo eréforrds-igények
Osszevetése a rendelkezésre allo erdforras-kerettel. Ahol sok parhuzamos tevékenység folyik

egy idében, és ezek elvégzéséhez pl. tobb munkaerdre van sziikség, mint amennyi a cég

49



l. Irodalmi attekintés, alapfogalmak

rendelkezésére all, ott vagy mas vallalat segitségét kell igénybe venniink (pl. alvallalkozok

bevonasa), ha iddben el akarjuk végezni a tevékenységeket (id6korlatos eréforras-allokacio),
vagy ha erre nincs moéd, akkor idében késébbre kell belitemezni a tevékenységeket
(er6forraskorlatos eréforras-allokacio).

Ahogyan azt a korabbi fejezetekben lathattuk, sok esetben a beruhazd cégek
megelégszenek egy un. megengedett megoldas megtaldlasaval, vagyis egy olyan iitemtervvel,
ahol a megvalositas sordn a rendelkezésre all6 eréforrasainkat vagy iddkeretiinket nem 1épjiik
tul. Egy ilyen megengedett megoldas néhany tevékenység esetén kézzel, tobb tevékenység
esetén szamitastechnikai szoftverekkel (pl. Microsoft Project, CA-SuperProject, Primavera
stb.) viszonylag konnyen megtalalhato. Egy ilyen Un. megengedett eréforras-allokacio esetén
azonban sokszor szdmos probléma mertilhet fel. [255, 399-401]

Ha a tevékenységeket nem a lehetd legkorabbi idépontra iitemezziik be, akkor
el6fordulhat, hogy a kritikus tuton 1évé tevékenységeken kiviil alternativ tton 1évo
tevékenységek csuszasa is a projekt atfutasi idejének csuszasat eredményezheti.

Néhany esetben fontos lehet, hogy az erdforrdsainkat viszonylag egyenletesen
hasznaljuk fel. A megengedett megoldasok a legtobb esetben ezekkel az elényods
tulajdonsagokkal nem rendelkeznek. Ezért a heurisztikus eljarasok is igyekeznek egy adott

célfiiggvényre nézve optimalis megoldast minél jobban megkdzeliteni. [182, 316-318]
1.8 Szamitégépes projekttervezd szoftverek

Nagy szamitogépes programcsomagok (kezdeti alkalmazas)

IBM csalad:

Az International Business Machines Corporation nagy multtal és tapasztalatokkal rendelkezd
szamitastechnikai cég, mely a hardvereken kiviill komoly programrendszerekkel és
alkalmazasi tapasztalatokkal is rendelkezik. [25, 182]

A kiilonb6z6 operacids rendszerek lehetdségeinek megfelelden tobb programcsomagot
fejlesztettek ki, melyek koziil hazankban a PROJACS (Project Analysis and Control System)
volt a legelterjedtebb.

A rendszer tobb, egymashoz kapcsolodd modulbdl épiil fel.

Ezek:

- fOprogram (Main Processor)
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- erOforras-allokalé program (Resource Allocation Processor)
- koltség-kiértékeld program (Copst Evaulation Processor;

- haloeldkészitd program (Network Preparation Processor).

Egyidejiileg 500 halot tud kezelni; egy halo max. 100 alhalora bonthatd, ezen beliili
kapcsolatok szdma max. 1000 lehet. Az alhalokat grafikusan CPM/PERT vagy PDM eljaras
szerint abrazolhatjuk. A tevékenységek iddtervezése az MPM halo szamitasai szerint torténik.

25, 182]

A PROJACS 6-féle kimutatast készit:
- tevékenységorientaltsag, és
- aggregalt tevékenység szerint,
- er6forras-felhasznalasi,
- koltseég-,
- display-kimutatast,

— halokirajzolast.

ICL csalad:

Az ICL cég két, hazdnkban is lizemelt gépcsaladjara az 1900-as és a System 4 tipusu gépekre
egyarant jol hasznalhato halotervezési programcsomagot készitett. A két programcsomag
nagy méretl halok feldolgozasara volt alkalmas, segitségével 1d0-, erdforras-, és
koltségtervezést végezhettek. [25, 182]

A két programcsomagban a hdlokat modulszeriien, alhalonként allithattuk Ossze, és
tipushal6 konyvtarakat is kezelni tudtunk. Az idotervezést CPM-mddszerrel lehetett végezni,
de hasznalhat6 olyan tevékenység is, melyeknél harmas idébecsléssel dolgoznak, s ezekre a
tevékenységekre a programok elvégzik a szokdsos PERT szdmitasokat is. Az alhalo struktira
teszi lehetdvé, hogy a szamitogép korlatozott bels6 memdriakapacitidsa ellenére szinte
korlatlan méretti halokat lehetett feldolgozni. [25, 182]

Egy héloban max. 500 alhalé lehet, ezek pedig max. 1500 tevékenységet

tartalmazhatnak.
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SINETIK programcsomagok

A programcsomagot a Siemens cég fejlesztette ki Siemens 4004 szdmitdgépre. A program
MPM ¢és CPM tipusu halok feldolgozéasara volt alkalmas.

A halon beliili tevékenységek szama max. 6000, és a kapcsolatok szama is max. 6000
lehet. A lehetséges alhdlok szama tetszéleges. A halo kirajzoldsara alkalmas modullal a

program nem rendelkezik. [25, 182]

A mindinkabb el6térbe keriild6 igények siirgetésére fejlesztették ki a
mikroszamitogépekre alkalmazhatdé haldtervezési programrendszereket, melyek koziil
elsdként a SZENZOR (kordbban SYSTEM) Szervezési Vallalat jelentkezett a HSZR-mikro
elnevezésii programjaval. Ez a rendszer képes megoldani mindazon feladatokat, amelyeket
korabban a hasonld, kozép- és nagy-szamitogépes haldtervezési programcsomagok. Jelenleg
hazankban — sajat fejlesztésii programként — ez az egyetlen mikrogépre alkalmazhatd
haloétervezési programcsomag. Ismertek, és gyakorlatban haszndlatosak nyugati cégek altal
kifejlesztett olyan szoftverek, melyek tobbet tudnak hazai testvériiknél, a gyakorlati példa
bemutatdsat azonban célszeriinek tartjuk a hazai valtozat lehetdségeit kihasznalva

végigkisérni a kdvetkezo fejezetben. [25, 182]

Napjainkban a legtobb kereskedelmi forgalomban kaphatd projektmenedzsment-
szoftver az Uin. tevékenység-csomdpontl abrazolastechnikat hasznalja.

A mai korszert szdmitogépes programok készitéi igyekeznek a kiilonbozé modszerek
elemeit 6tvozni. Az elméleti kutatds és az eredményeknek a gyakorlatba torténd atiiltetése a
mai napig sem allt meg. Ujabb és ijabb modellezési megoldasok és szoftverek jelennek meg,
illetve az elméleti eredmények beépiilnek a mar elterjedt projektmenedzsment-szoftverek

Ujabb verzioiba. [25, 182, 207, 208]

A gyakorlatban alkalmazott projekttervezési szoftverek
Microsoft Project (2000, XP, 2003)

Az MS Project 2000/XP/2003 az MPM-modell egyszerisitett valtozataval dolgozik. Fo
jellegzetessége a tevékenységek egymdashoz viszonyitott helyzetének egyszerli kezelését

lehetévé tevo négyféle kapcsolati tipus és a kapcsolati idok alkalmazasa. Az iitemezési
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eredmények fo megjelenitési formdja a vonalas iitemterv (Gantt Chart), az eréforrasterhelési

¢és koltségfelmeriilési gorbék, valamint ezek tablazatos formai. A Gantt Chart-on az
litemvonalak mellett a tevékenységek kozotti kapcsolatokat is megjelenithetjiik, ezért ez az
abrazolas tobb, mint egy egyszerii vonalas iitemterv. A haloterv-modellt Network Diagram
elnevezés alatt jeleniti meg a rendszer. (Az MS Project 98-ban még PERT Chart volt a
hasonlo funkci6ji nézet neve.) A tevékenység-idotartamok felvitelénél lehetdségiink van
harmas idébecslés megadéasara is. A program a PERT Analysis funkcioban kiszamitja a
tevékenység-idOtartamok és a projekt atfutasi idejének pesszimista, optimista és varhato
értékét, de az értékek szorasat nem. [399]

A Microsoft Project Standard minden eddiginél egyszerlibbé teszi az litemezések ¢és
er6forrasok kezelését, a projekt allapotanak kozlését és a projekt adatainak kimutatdsat. A
jobb eszkozok és a beépitett tdmogatds révén a munka hamar megkezdhetd, még a
projektvezetéssel most ismerkeddk is gyorsan megbaratkozhatnak a program kezelésével. A
Microsoft Project projektvezetési szolgaltatdsainak koszonhetéen minden informécido a

rendelkezésére all, igy a projektek idében elkésziilnek, és nem 1épik tal a koltségvetést. [399]

Az MS Project specifikacioja

Taszkok (tevékenységek) szadma projektenként egy millid
Erdforrasok szama projektenként egy millio
Az eréforras mennyisége hozzarendelésenként 60.000.000 egység
Erdforras szint valtozasok szama 100
Taszk-kapcsolatok szdma projektenként korlatlan
Kapcsolatok szama két taszk kozott 1
Megel6z06 kapcesolatok szama taszkonként korlatlan
Kovetd kapcsolatok szama taszkonként korlatlan
Konszolidalt (6sszevont) projektek szama 998
Megnyitott projektfajlok szama konsz. projektenként 998
Ko6z0s eréforrashalmazt haszndlo projektfajlok szama 999
Nyitott ablakok szama 50
Bazisnaptarak szdma korlatlan
Kivételek szama naptaranként 1.400
A havi naptarban nyomtathat6 taszkok szama 4.000
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Fajlagos koltségtablak szama eréforrasonként
Viltozasok szdma koltségtablanként

A koltségmezd max. értéke

A munkamennyiség max. értéke oraban
Munka hozzarendelésnél

Viltoz6 anyag hozzarendelésnél

Fix anyag hozzarendelésnél

A nyomtatasi skala beallitasi tartomanya

5

25

999.999.999.999
1.666.666.667
999.999.999 perc
999.999.999 egység
60.000.000 egység
10-t61 500 %-ig

Legkorabbi datum 1984. januar 1.
Legkésobbi datum 2049. december 31.
Elényok:

Hatékonyabb projektvezetés: a dinamikus ilitemezés révén egy litemezés vagy egy
er6forras valtozasa azonnal tiikrozodik a projekt iitemezésében. A projektatmutatd
testreszabasaval a mar bevalt projektvezetési eljarasokat is alkalmazhatjuk a programbol.

Tobb informacid all rendelkezésre: a Gantt-diagramokban és a hasznalati nézetekben
harom iddéskalat jelenit meg, az oszlopok és sorok végosszegét pedig ki lehet nyomtatni.

Egyszertien hasznalhatd eszkozok: a projekttervek modositasakor alternativ ilitemezési
lehetdségeket ajanlanak fel. A Microsoft Excel vagy Outlook programokban mar meglévo

feladatlistak egyszerlien alakithatok Microsoft Project-tervekké.

Hatranyok, hianyossagok:

Nem koveteli meg a logikai 0sszerendeléseket. Ez a latszolagos konnyebség a projekt
aktualizalasakor sok problémat okozhat a csuszasok nyomonkdvetésénél.

Az erbforrastervezd komponense altalaban nem optimalis eréforrasallokaciot hataroz meg.
(A Microsoft Project altal alkalmazott erdforras-allokaciés modszer a parhuzamos
eroforrasallokaciohoz hasonlatos heurisztikus médszer)

er6forras-allokacio

Programroviditésre,

meghatarozasara (pl. CPM/COST, MPM/COST, PERT/COST) nincs lehetdség.

koltségoptimalasra, koltségoptimalis

A PERT-modszer alkalmazasdnal az atfutdsi id6 bizonytalansagat, illetve egy adott

valoszinliségi szinthez tartozo atfutasi idét nem tud szdmolni.
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CA-SuperProject

A felhasznaldi programok ma mar elérhetd artak, és tobbnyire jo mindségliek. A skala az
alapfoku, ingyenes programoktoél a mesterséges intelligenciaval felruhdzott Primavera-ig
terjed. A kettd kozti széles skalan egy jo atlagos program pl. a Computer Associates
SuperProject-je, amellyel kozos eréforras-csomagbol dolgozd tobb projekt is kezelhetd
egyszerre. Felhasznalobarat, viszonylag konnyen kezelhetd program. J6l hasznalhatd, hasznos

segitotars egy beruhdzasi terlileten dolgoz6 mérndknek. [401]

A CA SuperProject (4.0) specifikacioja

Taszkok szama projektenként 16.000
Erdforrasok szama projektenként korlatlan
Az er6forras mennyisége hozzarendelésenként korlatlan
Eréforras szint valtozasok szdma 254
Taszk-kapcsolatok szama projektenként korlatlan
Kapcsolatok szama két taszk kozott 1
Megel6z6 kapcsolatok szama taszkonként korlatlan
Kovetd kapcsolatok szama taszkonként korlatlan
Prioritasi szintek 1000
Outline szintek szama projektenként 65.535
Fajlagos koltségtablak szama eréforrasonként 5
Viltozasok szdma koltségtablanként 37
A koltségmezd max. értéke 999.999.999.999
A munkamennyiség max. értéke oraban 1.666.666.667
Elonyok:

e QGyors, egyszeri hasznalat.
e Széles funkcionalitéds (id6-, koltség- és erdforras-tervezeEs).
e Tobb projekt egyideji kezelése (eréforras-megosztasi lehetdségek a projektek kozott).

e Egyilittmiikodés mas szoftverekkel (importalas, exportalas pl. Excel).
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Hatranyok, hianyossagok:

e Nem koveteli meg a logikai 6sszerendeléseket.
e Az erbforrastervezd komponense altalaban nem optimalis eréforrasallokéciot hataroz meg.
e Programroviditésre, koltségoptimalasra, koltségoptimalis eréforras-allokacio

meghatarozasara (pl. CPM/COST, MPM/COST, PERT/COST) nincs lehetdség.

Primavera Project Planner (P3)

A Primavera Project Planner egy mesterséges intelligencidval  felruhdzott
projektmenedzsment-szoftver, mely képes egyszerre tobb projekt kozott hatékonyan elosztani
az erdforrasokat. Tobbfajta, egymassal hierarchikusan &sszerendelhetd eréforrast is kezelni

tud. [401]

A Primavera specifikacioja

Projektek szama korlatlan
Taszkok szama projektenként 100.000
Er6forrasok szama projektenként korlatlan
Az er6forras mennyisége hozzarendelésenként korlatlan
Erdforras szint valtozasok szama korlatlan
Taszk-kapcsolatok szama projektenként korlatlan
Kapcsolatok szama két taszk kozott 10
Megel6z06 kapcesolatok szama taszkonként korlatlan
Kovetd kapcsolatok szama taszkonként korlatlan
Prioritasi szintek 1000
Outline szintek szdma projektenként korlatlan
A koltségmezd max. értéke 999.999.999.999
A munkamennyiség max. értéke ordban 1.666.666.667
Elonyok:

e Sz¢les funkcionalités (id6, koltség és eréforras-tervezés).
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e Tobb projekt egyideji kezelése (eréforras-megosztasi lehetdségek a projektek kozott).

e Egyiittmiikddés mas szoftverekkel (importalas, exportalas pl. Excel).

e Hierarchikus eréforrasok kezelése.

e A mesterséges inteligencia alkalmazasdnak k&szonhetéen az optimalis megoldashoz

kozeli megengedett megoldas szolgaltatasa.

Hatranyok, hianyossagok:

e Nem koveteli meg a logikai 6sszerendeléseket.

e Az er6forrastervezé komponense altalaban nem optimalis eréforrasallokaciot hataroz meg.

1.9 Moédszerek, szoftveres alkalmazasok értékelése

A korabban alkalmazott megoldasok két részre bonthatok. Vannak algoritmikus megoldasok,
ilyen példaul a kiegyenlitéses modszer, és vannak heurisztikus megoldasok, melyekre tipikus
példa az allokaci6. A heurisztikus megoldasok altaldban gyorsabbak, de nem garantalnak
optimalis megoldasokat, ¢és ezek a moddszerek mas eredményhez vezethetnek bizonyos
esetekben. (Példaul, ha egy tevékenység megszakithatosagat megengedjiik, akkor mas
eredményt kapunk soros, illetve parhuzamos allokacio esetén).

A kiegyenlitéses algoritmus nem megengedett megoldasbol indul ki, igy nem igaz ra,
hogy minden 1épése megengedett megoldast adna. Igy, ha olyan feladatot kell megoldanunk,
ahol nagyszamu tevékenységet kell optimalizalnunk, akkor nem biztositott, hogy
meghatarozott idon beliil legalabb egy megengedett megoldast kapjunk.

A kovetkez0 tablazat az irodalmi hivatkozasok egyfajta kategoizalasat tartalmazza.
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Idétervezés, litemezés Koltséglidétervezés B oaseIvezes
Id6korlatos Eréforraskorlatos
[71; [10-12]; [24]; [28]; [31-34]; [37]; [39];
[41-43]; [53]; [57-59]; [75]; [108]; [111];
) [133]; [135]; [137-138]; [164]; [166]; [171];
= [173]; [176]; [182]; [204]; [210]; [212]; [213-
8| [17]; [82]; [184]; [214]; [301]; [313]; [357] [83]; [338] [28]; [39]; [110-111]; [182]; [297] 216]; [243-244]; [246]; [250]; [273-274];
215 [280]; [282]; [288-292]; [294-296]; [297];
=2 [299]; [302-305]; [317]; [338]; [340-341];
2 [343]; [347]; [363-364]; [366]; [372-374];
E [377]; [379]; [393-394]
Q . . . .
3 ) [%ﬂ‘[ggf;[[589]];[[??0?1[]1'1[3? [5]; [7]; [19]; [39]; [44]; [61]; [69]; [74-75];
-‘E‘ [16]; [51]; [71]; [82]; [126]; [159-160]; [165]; | 125]; [127-128]; [139]; [156]; I 1[33?]'[1[%]]'4 [[?2-9?'7%’1[7907]‘-??!&3[]1'1[11;3’2[]1‘ 1[?!?3]'
£ [ [174-175]; [184]; [193]; [199-200]; [205]; [217- | [167]; [194]; [197]; [199-200]; [39]; [111]; [182]; [297] [189]. [198]. [219]. [264]: [272]. [297]. [299].
g 218]; [245]; [265]; [312]; [357]; [390] [203]; [239]; [274]; [315]; 314]: [318-319]- [340]: [345-346]: [354-
< [320]; [335]; [351-352]; [356]; (3145 i ]'[A ]'[, g A“ B
[383]; [389] 355]; [362]; [365]; [367];
S | [49-50]; [143]; [147]; [152]; [154]; [191]; [233- —
2| 236]; [254]; [281]; [293]; [331]; [369; [381] | 192] (3611
4 [1-2]; [14]; [271; [47-48]; [64]; [68]; [72]; [76- h
= 78]; [115]; [117]; [130-131]; [134]; [136]; [140]; \
N | 2 |[150-151]; [153]; [155]; [162-163]; [168]; [172]; . pd
2 -‘E‘ [185-186]; [188]; [192]; [195]; [199-201]; [209]; N e
8 | £ | [231]; [240-241]; [245]; [247-249]; [252-253]; | [15]; [35]; [60]; [103-107] X [368]
81 8 | r260-261); [263]; [265-266]; [271]; [275]; [278- RN
< | 279]; [283-285]; [300]; [311]; [324-327]; [329]; yd N
[332-334]; [342]; [348-350]; [353]; [358-360]; \
[370]; [385-387]; [391] N

1.9-1 tablazat: irodalmi hivatkozasok csoportositasa

Mivel elsdsorban erdéforraskorlatos allokacioval foglalkoztam, igy a hivatkozasok
elsésorban errél a teriiletrdl szarmaznak. Utemezés és koltségminimalizalas teriiletérdl szinte
kizarolag algoritmikus mddszerekkel talalkozhatunk, hiszen itt a feladat komplexitasa nem tul
nagy, igy az litemezéshez csak akkor célszerli valamilyen heurisztikus médszert alkalmazni,
amikor nagyon nagy projektek valds idejii litemezését kell megvalositani. Az eréforras-
korlatos erdforras-allokacid6 probléméaja mar sokkal nehezebben oldhaté meg még
nagyteljesitményii szamitogépek segitségével is. Eppen ezért itt mar nagyon sok heurisztikus,
illetve evolicids modszerrel taldlkozhatunk.

Sztochasztikus  koltség-, illetve erOforrastervezés korébe soroltam azokat a
modszereket, melyeknél mar legaldbb egy paraméter (pl. iddtartam, koltség-, eréforrasigény
stb.) sztochasztikus. Ebben a témakorbe még nagyon sok megvalaszolatlan kérdés van. A
projektmenedzsment szamdra fontos, hatékony eszkoztarat ny(jtdé moddszert, mely egyarant
alkalmazhaté olyan esetekben, amikor a tevékenység idétartama, koltségigénye, illetve az
er6forras-szokséglet elére  meghatdrozhatdé  (determinisztikus), illetve  becsiilhetd
(sztochasztikus), valamint kezeli a szakaszonként konstans eréforraskorlatokat, a projekt
lefutasa soran bekovetkezett tervadatoktol valé eltérését, mindezidaig nem publikaltak.

A disszertaciom készitése soran a fenti problémdakra kerestem a vdalaszokat.
Modszerem az erdforrds-korlatos eréforras-allokacids probléma megoldasara alkalmazhato

megujuld erdforrasok optimalis eréforraselosztasara. Az altalam kifejlesztett modszer is
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algoritmikus jellegli, vagyis garantaltan optimalis megoldast kapunk egy adott célfiiggvényre.

Megengedett megoldasbol indul, amit barmely heurisztikus moddszer szolgaltathat.
Célfiiggvény lehet a lehetd legkorabbi/legkésobbi kezdés.

Amennyiben a projekt miikodése kdzben az eréforraskorlat, vagy a tevékenységek
eroforrasigénye, idOtartamai megvaltoznak, a javasolt modszer segitségével meghatarozhato
egy Uj termelési program a még futd, illetve a még el nem kezdett tevékenységekre. Az eljaras
segitségével olyan projektre is meghatarozhatdé varhato atfutasi i1d6, koltség- illetve
er6forrasigény, ahol a tevékenységek iddtartamait, koltség- illetve erdforrasigényeit csak
becsiilni tudjuk.

Ezzel a médszerrel tobb parhuzamosan miikodé projektet optimalizalhatunk, illetve
tobbféle erdforrds egyidejli kezelését valosithatjuk meg. Kezelni tudjuk tovabba a fel nem
hasznalt eréforrasokat is.

Munkdm sordn olyan modszert fejlesztettem ki, mely hatékonyan hasznélhatéo a
projektmenedzsment teriiletén. Célom az volt, hogy a projektmenedzserek szamara egy
hatékony eszkozt biztositsak a projektek tervezésére. A javasolt mdédszer mind a kisebb (50-
150 tevékenység, néhany erdforras), mind pedig nagyobb (5000-50000 tevékenység 10-20
eréforrastipus) esetén is alkalmazhat6. Minél tobb informacidval rendelkeziink a tervezés
soran, annal pontosabb ¢s megbizhatobb tervet készithetiink. A bemutatandd eljaras a
szakirodalomban eddig publikalt mddszerekkel szemben olyan esetekben is hasznalhato,
amikor koltség-, eréforrds- és iddoptimalas egylittes cél. A modszer alkalmazhaté olyan
esetekben is, amikor a tevékenység iddtartama, kozvetlen koltsége illetve az erdforras-

sziikségletek adatai determinisztikusak illetve valdszintiségi valtozok.
110 Hipotézisek

H1. A menedzserek sziamara a Kkiilonb6z6 tevékenységek szervezését biztosito
gyakorlati modszerek, eljarasok, szoftverek nem alkalmasak valamennyi
eréforras-tervezési/koltségtervezési probléma megoldasara.

H2. A gyakorlatban hasznalt algoritmikus modszerek nagyméretii projekteknél (tobb
mint 10 000 tevékenység) nem képesek ,belathat6” idon beliill legalabb
megengedett megoldast talalni.

H3. A gyakorlatban hasznalt mddszerek, eljarasok, szoftverek nem kezelik a

koltségek és eroforrasigények bizonytalansagat.

59



2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

2. Az optimalis erdforras-allokacié keresésének modszertani
bemutatasa
21 Eréforras-allokacio, megengedett megoldasbol optimalis megoldas

keresése (ERALL-OPT, OPT-RALL)

Annak igazoldsara, amit a hipotéziseimben megfogalmaztam, elsé Iépésként egy olyan
modszert mutatok be, mellyel egy erdforraskorlatos erdforras-allokaciés probléma
megengedett megoldasabol adott célfiiggvényre (pl. lehetd legkorabbi kezdésre) egy optimalis
megoldast keres. Az altalam kifejlesztett algoritmus az eréforraskorlatos eréforras-allokacios
probléma megengedett megoldasabdl indul ki. Egy olyan optimalis megoldast keres, ahol az
eroforraskorlatot nem tallépve a felhasznalt tartalékidoket minimalisra csokkentjiik. A
tovabbiakban megtjulo eréforrasokkal foglalkozom (pl. munkaerd, berendezés stb.).

Az erbforras-allokacio soran egy megengedett megoldashoz jutunk. Bemutatom, hogy
ha egy ilyen probléménak létezik megengedett megoldasa, akkor létezik az eréforraskorlatot
kielégitd optimalis megoldasa is, amely véges 1épésben elérhetd. [220-221, 223, 226]

A bemutatand6 modszernek magyarul ERALL-OPT (er6forras-allokacid optimalis
megoldasa), angolul OPT-RALL (Optimized Resource Allocation) nevet adtam.

211 A feladat megfogalmazasa

Definicio:  Egy litemezést maximadlisan pdrhuzamositott megolddsnak neveziink, ha
valamennyi a projektben/termelési programban szerepld tevékenység a
legkorabbi kezdési idejére van belitemezve.

Definicio: Egy tevékenység tényleges kezdése ¢és a legkorabbi kezdés kozotti idot
felhasznalt tartalékidonek nevezziik.

Megjegyzés: A felhasznalt tartalékidd mindig egy nemnegativ egész vagy valds szam,
hiszen a tevékenységeket a legkorabbi kezdési idejiiknél kordbbra nem lehet
beiitemezni.

Definicio:  LegkésObbi befejezés és a tevékenység tényleges befejezése kozotti idot

rendelkezésre dllo tartalékidonek nevezzik.
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Definicio6: Egy erdforras-allokacios probléma megengedett megolddaséinak neveziink egy
olyan iitemtervet, amelynél a projekt végrehajtasa soran minden iddpillanatban
az 0sszes eréforrasigény nem haladja meg az eréforraskorlatot.

Definicio: Az erdforras-allokacié (egy adott célfiiggvényre) optimdlis megolddsanak
neveziink egy olyan megengedett megoldast, ahol a célfiiggvény értéke a
lehetd legkisebb (legnagyobb).

Megjegyzés: llyen célfiiggvény lehet pl. a megengedett megoldasokban elmozgatott
tevékenységek felhasznalt tartalékidéinek minimuma, vagy a tevékenységek

felhasznalt tartalékiddinek 6sszegének minimuma stb.

Legyen példaul a célfiiggvény a megengedett megoldas érdekében elmozgatott
tevékenységek lehetd legkorabbi kezdése. Itt csak azokat a tevékenységeket kell
optimalizalni, amelyeket elmozditottunk annak érdekében, hogy egy optimdlis megoldast
kapjunk (ezeket a tevékenységeket fehérrel jeldltem). Ugyanis a tobbi esetben a
tevékenységeket nem mozgattuk el a megengedett megoldas keresésénél. Vagy azért, mert a
kritikus Gton helyezkednek el (z6lddel jeldltem), vagy az eréforrdskorlatot nem sértették meg

(sargaval jeloltem).

Felirhato az osszefiiggés:

Legyen: x(;; az (i,j) tevékenység altal felhasznalt tartalékidd (amelyeket nem mozgattuk el,
azoké nulla). Legyen z(;) a tevékenység legkorabbi kezdési ideje (EST(; ). Legyen #(#) a t;.
idopillanatban 1€v6 eréforrasigény nagysaga (pl. a 2.1.3-3 abra lathato 7. iddpillanatban ez 15)
stb. Legyen w(;, az (i,j) tevékenység kezdési ideje a megengedett megoldasban.

Mivel a feladat a lehetd legkorabbi kezdések meghatdrozéasa, az egyik legnehezebb
probléma also, illetve fels6 korlatot adni a lehetséges kezdéseknek. A legkorabbi kezdés
altalaban elérhetetlen als6 korlatnak bizonyul. Az elmult két évben publikaltak olyan
modszereket, melyekkel pontosabb becslését adhatjuk a lehetd legkorabbi, illetve legkésObbi
kezdésnek. Ezek a mddszerek mar figyelembe veszik a tevékenységek erdforras-sziikségleteit
is.

W) €s zj meghatarozasa utdn wy, j-z( ; konstans, és kezdetben wy; -z =x(, ). Legyen

tovabbad P azoknak a tevékenységeknek a halmaza, amelyeket elmozgattunk, valamint a
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korlatozas legyen c. (Altalanos esetben P halmaz legyen az optimalizalandd tevékenységek

halmaza.) Ekkor igaz a kovetkezo:

X (i) < W(i ) Z(i)» ahol X(i)s W(ij)s 2(iy) EROJr (2 1. 1—1)

Mzt X)) <c,

ahol ce R,", g Ry —>{r vy ¥, ¥ iy € R n €ZT 2.1.1-2
1°°2 n 1 n

V(ij) €0Q, ahol Q €p (P)\D , V (kl)eA\ Q esetén. Ha (i,j) tevékenység rakovetkezési

relacioban all (k,/)-1, akkor Z(i,/)+x(i,/)Zz(k,l)+d(k,1) . (2.1.1-3)

Feltételek teljesiilése esetén a feladat minimalizalni P halmaz tevékenységeinek felhasznalt

tartalékidejét:

g = min x;

(i,j)eP (2. 1.1 —4)

Ugyanilyen feladatként lehet megfogalmazni, ha a felhasznalt tartalékidok Osszegének

minimumat szeretnénk meghatarozni. Ekkor a 2.1-4 egyenlet a kdvetkezoképpen modosul.

¢=mn (i%j%f) (2.1.1-5)
Hasonldan lehet a felirni a problémat, ha a cél a lehetd legkésdbbi kezdés; ekkor a feladat a
felhasznalt tartalékidok maximalizalasa. Korlatot a (lehetd) legkésdbbi kezdés adja meg. Ilyen
fels6 korlatot ad6 algoritmusokat szintén az utdbbi két évben publikdlt moddszerek
segitségével lehet taldlni. Ezen modszerek sajatossaga, hogy altaldban pontosabb becslését
lehet adni a lehetd legkésObbi/legkorabbi kezdéseknek. Ezek a modszerek figyelembe veszik
ugyan az eréforraskorlatokat, de a szolgaltatott megoldas nem biztos, hogy megengedett.

A modellbdl latszik, hogy a feltételek teljesiilését egyrészt a toréspontokban kell
vizsgélni, masrészt a rakovetkezési relaciokbol kovetkezik, hogy egy tevékenységet
maximum meddig lehet visszatolni. E két id6 hatarozza meg, hogy mikor kell donteniink az

egy lépésben optimalizalandé tevékenységekrdl (Q halmaz).
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2.1.2 Az algoritmus leirasa
Kihasznaljuk a kdvetkezdket a mddszer sordn:

1. Csak a P halmaz elemeit optimalizaljuk. (Ez lehet az alternativ uton 1év6 tevékenységek
halmaza, lehet tovabba a megengedett megoldasban késébbi idOpontra iitemezett
(,,elmozgatott™) tevékenységek halmaza).

2. Felhasznéljuk, hogy ¢-fiiggvény minden olyan helyen, ahol nincs torés konstans,
barmelyik tevékenységet is valtoztatva a modszer a megengedettségen nem valtoztat, ha
figyelembe vessziik a rakdvetkezési relaciokat is.

3. A 2. pont szerint tehat egy ,,bizonyos ideig” a (2.1.1-2, 2.1.1-3) feltétel elhagyhato. Ekkor
viszont egy linearis problémahoz (LP) jutunk. Tehat arra az intervallumra a valasztott

kivalasztast alkalmazva a megengedettség nem sériil.

Definicio: Egy (i,j) tevékenységre vonatkozo toréspont értéke megmutatja, hogy az (i,j)
tevékenységet elvéve az 0sszes erdforrasra vonatkozo eréforrasigény fiiggvény
a tevékenység kezdése pillanatdban hogyan valtozik. Ha az eréforrasigény
csokken (nd) a tevékenység kezdetekor, akkor a téréspont ebben a pillanatban
pozitiv (negativ).

Példa: A 2.1.3-4 4bran (6,9) illetve (7,8)-as tevékenységre vonatkozé toréspont nulla,
mig ugyanez a 2.1.3-3 abra esetében (6,9)-re 2 illetve (7,8)-ra 5.

Mennyi ez a ,,bizonyos id6”. Ennek kiszamoldsa nagyon egyszerli. Legyenek adottak
azok a tevékenységek (@), amelyek felhasznalt tartalékidejét (egyiittesen) csdkkenteni
szeretnénk. Ekkor legyen #; az az id6, amennyi ideig valamennyi csokkentheté ugy, hogy
torésponthoz nem érnének, illetve ha elérik, akkor ez a toréspont negativ. Masrészt a
rakovetkezési relaciok meghatdrozzak, hogy az elmozgatand6d tevékenységek koziil
mennyivel mozgathatjuk el 6ket, hogy a rdkdvetkezési relacid ne sériiljon. Ezt az id6t pedig
ugy szamithatjuk ki, hogyha egy tevékenységnek van megeldzé tevékenysége, akkor a
megeldzo tevékenység befejezésébol kivonjuk a kdvetd tevékenység kezdési iddpontjat. Ez a
szam legyen t; (pl. Ez az id6 a 2.1.3-4 abrén a (7,8) — ra 33-(18+6)=9). Tovabba legyen QP
azon tevékenységek halmaza, amelyeket az adott 1épésben minimalizalni szeretnénk. Ekkor az

az 1dd, ameddig a linearis modellt hasznalhatjuk (legyen t;) az alabbi modon szamithato:

tr=min(Zy; j); tii j), ahol V(i,j)€Q. (2.1.2-1)
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Ekkor X(iJ)ZZX(iJ)-fZ, ahol (l:]) € Q

Ebbdl kovetkezik, hogyha a kivalasztott felhasznalt tartalékidoket az igy kiszamolt
iddével csokkentjiik, a megengedettséget nem szegjiik meg.

Az algoritmus leglényegesebb pontja most kovetkezik. Mégpedig amikor #-el
csokkentettiik x(;j-ket, akkor meg kell vélasztanunk a kovetkezd @ halmazt. Nyilvanvalo,
hogy QcP, vagyis a kivalaszthatd tevékenységeknek (az elmozgatott tevékenységeknek)
részhalmaza az a halmaz, amelyet ténylegesen kivalasztunk. A feladat megoldasara egy
ugynevezett Branch & Bound modszert alkalmaztam, amely a dontési pontokban a kdvetkezot
teszi: P halmazban kezdetben az optimalizdlando tevékenységek szerepelnek. @ legyen
részhalmaza P-nek. Ekkor rekurzivan ismételhetjiik elolrél, amig nem lesz olyan tevékenység,
amit ,,visszatolhatnank”.

Az algoritmus informalis leirdsaban talalkozhatunk egy olyan esettel, amit eddig még
nem emlitettem. A simitdsi eljards sordn egyfajta specidlis tulajdonsdgi megengedett
megoldast kapunk, amelyre teljesiil a kovetkezd:

Az alabbi eset nem fordulhat eld:

(1) (1.1)

iitemezés elatt utemezes utan

2.1.2-1 abra: iitemezési csapdak

Ilyen a simitdson alapuld6 megengedett megoldaskeresésnél azért nem fordulhat eld,
mert csak addig kell simitani (eltolni) a tevékenységet, mig el nem ériink egy megengedett
megoldast, tehat rogton a masodik esetet kapnank. Parhuzamos illetve soros allokacios eljaras
alkalmazasa esetében, valamint az algoritmus futdsa sordn koztes allapotként eléfordulhat az
elsd eset is. Eppen ezért, hogy a modszer ezt az esetet is kezelje, kibdvitettem egy olyan
vizsgalattal, amely megnézi, hogy van-e olyan hely, ahol a tevékenységet tigy be lehet
litemezni, hogy a korlatozé feltételek érvényessége ne boruljon fel. Nyilvan itt is csak a
toréspontokat kell figyelembe venni, valamint azt, hogy a tevékenység alatt van-e olyan
toréspont, amely esetben a korlatozo feltétel sériilne. Ahhoz, hogy minden esetben helyes
torésponti adatokkal szadmoljunk, a kivalasztott @ halmazbeli elemeket kivessziik a

tevékenységek koziil, majd az igy kapott eréforrasterhelési diagram tetejére rendezziik.
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Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Vezessiik be a kivetkez6 jeloléseket:

Legyen P az optimalizdland6 tevékenységek halmaza. Legyen tovabbad A4 az Osszes
tevékenységet tartalmazo halmaz (alaphalmaz).

Legyen QcP. Az optimalizalas sordn elmozgatando tevékenységek halmaza.

Legyen z(;; az (i,j)-tevékenység legkorabbi kezdésének id6pontja.

Legyen x(; az (ij)-tevékenység felhasznalt tartalékideje, zij a (lehetd) legkorabbi
kezdése, w(;) (i,/)-tevékenység tényleges kezdési ideje a megengedett megoldasban, d;
(i,)) tevékenység idOtartama.

Legyen T a toréspontok halmaza, ahol taroljuk ,,jobbrdl-balra” a toréspontok helyét és
mértékét. Pl. a 2.3.-4 abrara: T:={(40, 1), (33, -2), 27, -7), (24, 5), (20, 2), (18, -1), (15,
3)}. Korabbi téréspontokat nem érdemes tarolni, hiszen a korabbi idszakban kezd6do
tevékenységeket nem mozgattuk el.

A T;; halmazban taroljuk a Q halmazra vonatkoz¢ ,,legkorabbi kezdési id6t” megel6zo
toréspont értékét. Tehat pl. a 2.3.-4 abran a Q={(7,8)}-as tevékenységre: a toréspontok
(27,-7), (24, 5), (20, 2), (18, -1), (15, 3), (7, -6), (4, 4). Vagyis 27. iddpillanatban a
toréspont értéke relative —7, mivel ha a (7,8)-as tevékenységet egy kis (dt) idével a 27.
idépont elé tolnank, akkor az ott 1évé eréforrds-kihasznalas értéke 7-tel csokkenne az
eredetihez képest. Igy # értéke Q={(7,8)}-as tevékenységre 33-24=9, mivel a (7,8)-as
tevékenységet maximum 9 iddegységgel tolhatjuk el anélkiil, hogy egy pozitiv
torésponthoz a 24. iddpillanatban nem érnék. A toréspont értéke itt 5. fgy T, ij-ben a
(7,8)-as tevékenységet a kovetkezOképpen taroljuk: {{(7,8)}, {(6, -7),(9, 5)}}. A tobbi
toréspontot erre a tevékenységre nem érdemes tarolni, hiszen a 21. iddpillanatnal eldbbre
nem tolhatjuk, mivel ekkor x(75) negativ lenne, ami ellentmondana azzal a feltevéssel,
hogy a simitési eljaras eldtti allapot (2.1.3-2 abra) a felhasznalt tartalékidokre nézve
optimalis.

Legyen T; a rakovetkezési relaciok idejének halmaza minden tevékenységre. Pl. a 2.1.3-
4. abran (7,8)-as tevékenységre 33-24=9. Vagyis a (7,8) tevékenység kezdete minusz az
(5,8)-as tevékenység befejezése = 9. Ugyanigy itt is csak a nem nulla (negativ nem lehet)
pozitiv szamokat taroljuk. Ezek kezdetben adottak, késobb mindig ujra szédmithatok.
Tehat az elobbi példara egy elem a Ti-ben {{(7,8); (5,7)},{9}}. Vagyis ez azt is jelenti,
hogy a (7,8)-as tevékenységet csak maximum 9 egységgel tolhatjuk el, hogy ne sértsiik

meg a rakovetkezési relaciot.
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Legyen ¢(f) a t. iddpillanatban 1évé Osszes erdforrasigény, @(f)=c pedig az
er6forraskorlat, ami jelen esetben konstans.

Legyen tovabba a ReCalculate egy olyan fiiggvény, amely kiszdmitja a T és T
halmazokat a Q és 4 halmazok figyelembevételével, vagyis kiszamitja a toréspontok, és a
rakovetkezési relaciok idejét ugy, hogy a @ halmazbeli elemeket az eréforrasterhelési
diagram ,.tetejére rendezi”, hogy valds téréspontokat szamithassunk. (Ha nem rendeznénk
a minimalizalando tevékenységeket a diagram tetejére, akkor a toréspont definicidja miatt
nem vennénk észre valamennyi toréspontot.) Nyilvanvalo, hogy 7y illetve T is véges

szamu elemet tartalmaz, hiszen véges szamu tevékenység van.
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Az algoritmus formalis leirasa:

Procedure ERALL-OPT(A, P, T, T,, T)

Begin
While P« do {Addig ismételgetjiik az eltolasokat, ameddig csak lehet.}
Begin
Let be @ another subset of P where all g;;eQ satisfy that @z, +x;,T)<c and x;;>0 where te[0-
dtdjl; {csak olyan elemeket optimalizalhatunk, amelyeknél nem fog sériilni a megengedettség.}
ReCalculate(T, T, T, Q, A); {Szamitsuk ki vijra T, T, halmazokat ugy, hogy a kivalasztott Q-beli
elemeket az erdforrasterhelési diagram tetejére rendezziik.}
ti=max(x,), where (i,j))eQ; {Kezdetben a maximdlisan csokkenthetd eltoldsra dllitjuk, ugyanis ettdl
csak biztos, hogy kevesebbel tolhatjuk el az erdforrasokat.}
if (Q,{wi,w1})eT; and w,>0 then #;:=w, else t;:=t; {Ha nincs ilyen korldtozo feltétel, akkor teljesen
visszatolhatnank, ha viszont van ilyen, akkor csak annyival toljuk vissza, amennyivel lehet.}
For all (i,j)eQ do
Begin
if (3({qu) pwnt.iwh)eT, where q€Q and pg eA\Q and w is minimal)
then f;=w else #;:=xi;; {Ha van olyan rdkovetkezési reldcio, amely korlatoznd az
elmozgatando tevékenységet, akkor ez az értek legyen a korlatozo feltétel; egyebként legyen annyi,
amennyivel a megengedett megoldas érdekében elmozditottuk a tevékenységeket. Hiszen ha nincs
ilyen korlatozas, akkor akar teljesen visszatolhatnank az eredeti helyére.}!
tl(i,j)I:mil’l(ts(i,j),ti)
if #> 14 then #:= t;); {A minimadlisan eltolhatd idéértékkel kell valamennyi tevékenységet eltolni,
hogy megorizziik a megengedettséget.}
End;
For all (i,j))eQ do
Begin
T=T\{wqj, Kqi)- Kquy-dt)}; {Kivessziik azt a téréspontot, ahonnan most elmozgatjiuk az
elemet}
X(ij)= Xyt {Minden kivdlasztott elemet visszatolunk t-el}
W) =2 X))
PRINT X(ij)
T:=TU{w, Kqi))- Hquy-de)}; {Betessziik azt a toréspontot, ahova most elmozgattuk.}
PRINT Q;
End;
P:=P\{p;,\, pijeP and Isy,cA\P where I(pi)), Sy w)eTs}; {(P-bol kivonom azokat az elemeket,
amelyeket a rakovetkezési relaciok miatt nem lehetne mar visszatolni.
If 0= then For all (i,j))e P do t:=Hole((i,j), 4, T);
If Q=0 and =0 then P:=J; {Nem tudunk tovibb optimalizalni, mivel sehogyan sem tudunk ujabb
részhalmazt kivalasztani, valamint semennyivel sem tudtuk visszatolni az elemeket.}
ERALL-OPT (4, P, T, T,, T); {Rekurzivan meghivjuk a fiiggvényt.}
End;
End.

67



2.

Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Recalculate segédfiiggvény, amely kiszdmitja a 7, T, halmazokat.

Procedure ReCalculate(7, T, T, Q, A)

Begin

End;

TempTi:={}; {Kezdetben a halmazok iiresek}
Te={{}. 050
qi)=3quwy of @ where quneQ and wy; is minimal); [egy Q-beli elemet kivilasztunk, mely a
leghamarabb kezdddik.}
Jap=WajrZ)
Whilej([’j) >0 Do
Begin
TempT;:=TempT i {(w;,-a,b) where (a,b)eT and a-z;;<; and a-z;;>0}; {Ebbe a halmazba
aviijtitik a Q halmazra vonatkozo legkozelebbi toréspontokat és a toréspontok értéket.}
Jijy =y, Ia,b)eT j=a-z;j where j=0 and j<ji )} {ji ) értékét a kovetkezd toréspontig csokkentjiik}
End;
T:={Q.TempT;;
For all (g¢,, €0 and p;,€4\Q) Do
Begin
If (W(i’/)-(W(k’[)+d(k‘[))>0) then TSI:TSU{ {q(i,i)’ p(k,/)}aW(i,j)'(W(k,l)+d(k,l))}; {Feltolt/uk a TS halmazt.}
End;

ERALL-OPT algoritmus kiterjesztése Branch and Bound keretalgoritmus hasznalataval

Kezdeti probléma alakja: R, = {A,PO,TO,TSO,C,Q0 U, } ahol

A:

P()I
T()Z

tevékenységek alaphalmaza;
optimalizaland6 tevékenységek kiindul6 halmaza;

toréspontok kiindulé halmaza;

Tso: A Py halmaz tevékenységeinek rakovetkezési relacioi (T, = {{i, j},{¢}}, ahol i, j € P, ,

C:

Oo:
U()I

valamint 7 € R} );

eroforraskorlat konstans;

az Ry problémahoz tartozé optimalizalandé tevékenységek halmaza, Oy = 9,

U() = Q,‘

Egy tetszbleges részprobléma alakja: R, = {A,B,Ti ,Tg,¢,0.,U, } ahol

tevékenységek alaphalmaza;

az optimalizaland6 tevékenységek aktudlis halmaza; P, = &, ha R; a B&B fa egy
levele, azaz tovabb nem optimalizalhaté megoldas;

a toréspontok aktualis halmaza;

a P; halmaz tevékenységeinek rakovetkezési relaciol (Ts={{i, j},{t}}, ahol (i, j) €

P;valamint ¢ € Ry");
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c: eroforraskorlat konstans;

(0] az R, részproblémahoz tartozd optimalizdlandd tevékenységek halmaza, Q; €
@ (P;). Megjegyzem, hogy Q; vagy egy tevékenységet tartalmaz, vagy olyan
tevékenységeket, melyek kozott atlapolas van;

U;: a P, halmaz azon elemei, amelyek méar nem vonhatéak be az optimalizalasi

folyamatba, azaz U; = Py \ P..

Tovabbi jelolések:

H: aktiv halmaz, azon részproblémak halmaza, amelyek még nem keriiltek
kiértékelésre; kezdetben H = O;
fi: az R; részproblémahoz tartozd megoldas értéke;

gi az R; részproblémahoz tartoz6 also korlat értéke, g, < f,;

X a(k[) eseményhez tartozo tartalékidd, ahol (k.,/) € 4;
1 az aktudlisan legjobb megoldas;

R: az aktualisan legjobb megoldashoz tartozo6 részprobléma;

Az algoritmus lépései:

1. Ry kezdeti problémat betessziik a H aktiv halmazba, f, = Zx( r) -
P

2. A Kkivalasztasi szabaly alapjan kivalasztunk egy aktiv R; részproblémat H halmazbdl.
3. Ha Q;# 9, ahol Q; € R;, akkor
1. meghivjuk az ERALL-OPT algoritmust R;részprobléma paramétereivel

2. f. = Zx(k,l) .
By

Megjegyzés: a feltétel csak akkor nem teljesiil, ha R, = Ry, ugyanis ekkor Q= 0,
maskiilénben Q, # O.

4. Ha P; = @, akkor az eddigi f legjobb megoldast illetve R részproblémat aktualizaljuk
f:alapjan.
5. A szétvalasztasi szabaly alapjan P; halmazbol 1étrehozzuk a Q; halmazokat, azaz egy

0 c @ (P;) halmazt. Ha van olyan tevékenység, amelyet P,-bdl nem véalaszthatunk,
akkor azt U-hez adjuk.

6. Minden Q; € Q halmazra:
1. létrehozunk egy R; {4, P;, T;, Ts;, ¢, Q;, U; } részproblémat;
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2. kiszamoljuk a kovetkez képlet alapjan g;also korlatot:

3.

g = Z(x(k,l) _tg;)+ Zx(m,n) , ahol
U;

R\U,
ty = mm[l}}nl\g}(x( r) ){_ﬁl\l{}l}(ts(kj,) )} , valamint ¢, értékek az ERALL-OPT

algoritmusbol szarmaznak;

ha g < 7", akkor R;-t betessziik H-ba (korlatozasi szabaly).

7. Ha H # @, akkor a 2. 1épésre ugrunk; egyébként az algoritmusnak vége és a legjobb
megoldast az R részprobléma tartalmazza.

U halmazban elhelyezziik a P halmazbdl kies6 elemeket.

Allitas:

Bizonyitas:

Allitas:

Bizonyitas:

Allitas:

Bizonyitas:

Allitas:

Bizonyitas:

Az algoritmus nem ad rosszabb megoldast, mint amilyenbdl kiindultunk.

Minden 1épésben x(;j-n, vagyis a felhasznalt tartalékidén csokkentiink, ha ez

lehetséges. Igy legrosszabb esetben a kiinduld megoldast kapjuk.
Az algoritmus véges 1épésben megall.

Felhasznalva, hogy egy 1épés a toréspontoktol és a rakdvetkezési relacioktol
fiigg, amelyek véges szamuak, valamint az ilyen pontokban (legyenek
tovabbiakban dontési pontok) P-bol az elmozgatott tevékenységekbdl allo
halmazbdl valasztjuk ki az optimalizdlandd tevékenységeket, valamint az el6z6
allitds értelmében mindig egy nem rosszabb allapothoz jutunk. Amint nem
tudunk tovabb optimalizalni, az algoritmus megall. Véges helyen kell donteni;
amint egy dontési pontbol nem tudunk tovabb haladni (nem tudunk olyan Q-t

kivélasztani, amelyre a feltételek igazak lennének), az algoritmus szintén megall.
Az algoritmus mindig megadja az optimalis megoldast.

Ezt az biztositja, hogy minden dontési pontban (rekurzié miatt)
mindenféleképpen kivalasztjuk a P-beli elemeket, tehat az Osszes megoldast

megkapjuk.
Az algoritmus az 6sszes optimalis megoldast megadja.

Az el6z6 allitasbol kovetkezik, hiszen minden lehetséges valasztast kiprobal.
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Definicio: Két megoldds ekvivalens, ha valamennyi tevékenységre igaz, hogy a két
megoldasban ugyanakkor kezdddnek, valamint minden iddpillanatban

ugyanannyi az eréforrasigényiik.

Megjegyzés:Ekkor csak a felrajzolasban kiillonbozhetnek (melyik helyezkedik el a masik

felett az er6forrasterhelési diagramban).

Definicio: Legyen egy (megengedett/optimalis) megoldiashalmaz; fokszama a
megoldashalmazban 1évé nem ekvivalens megengedett/optimalis megoldasok

szama.

2.1.3 Példak

Adott egy tevékenységlista alapjan felvett CPM-halé vagy MPM-hal6 (pl. 2.1.3-1 abra),
valamint a tevékenységekhez rendelt er6forrasigény (2.1.3-1 tablazat). Ekkor a tevékenységek
legkorabbi belitemezésére felrajzolhatd egyértelmiien az eréforrasterhelési diagram (pl. ehhez
tartozo: 2.1.3-2 abra). Ezen kiviil adott egy megengedett megoldas, amelyre teljesiil, hogy

minden pontban az 0sszes eroforrasigény nem nagyobb, mint az er6forraskorlat.

Tevékenység jele | Eréforras-sziikséglet | Idotartam
(1,2) 8 4
(1,3) 5 7
(2,4) 4 9
(3,5) 3 8
(3,6) 8 13
(4,6) 4 5
(5,6) 0 0
(5,7) 5 6
(6,8) 6 20
(6,9) 7 19
(7,8) 2 7
(8,9) 7 6

2.1.3-1 tablazat: CPM-tevékenységjegyzék
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Atfutasiids = 46 (nap)

2.1.3-1 abra: kritikus ut egy CPM-haloban

a4 erdforeds (pl rmankaerd)

16 Terhelési diagram
18-
17-
16

54— — —_

i (3.5) (7.8)
12
11+
10+
g_
3_
';_
ﬁ_

E=l el

5 10 15 20 25 30 35 40 4546 (nap)

2.1.3-2 abra: terhelési diagram
Ha csak azt vizsgdlnank, hogy a rendelkezésiinkre &ll6 tartalékidét mennyire
hasznaljuk ki, akkor ez az allapot lenne az optimalis, mivel itt az egyes tevékenységeket olyan
hamar kezdjiik el, amilyen hamar csak tudjuk. Azonban van egy erdforraskorlatunk, amely
korlatot tigy szeretnénk betartani, hogy a teljes atfutasi ido (a kritikus ut hossza) ne valtozzon.

Erre a pl. a simit6 (allokacios) algoritmus ad egy heurisztikus megengedett megoldast. A

bemutatandd modszer innen indul.
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Az el6z0 fejezetben emlitettem, hogy altaldban egy heurisztikus megoldas nem

garantdlja az optimumot, ellenben rendkiviil gyors. A most bemutatand6 algoritmus ezzel

szemben garantélja az optimumot.

| exdforrds (pl. nomkaerd)

Egy megengedett megoldas

(7.8)

S b L

a 5 10 15 20 25 30 35 40 45 46 (nap)

2.1.3-3 dbra: egy megengedett megoldas

erdforras (pl. nonkaerd)

20+ Egy megengedett megoldas

0 3 10 15 20 25 30 35 40 45 46 (nap)

2.1.3-4 4bra: egy masik megengedett megoldas
Induljunk ki a 2.1.3-3 abran 1évé megengedett megoldasbol. Ekkor P:={(5,7),(6,9),(7,8)}. Q-
nak csak olyan tevékenységet valaszthatok, amelyre nem I€pjiik tul a megengedési feltételt.
Ez pedig csak a (6,9) tevékenység. Itt #=3; vagyis maximum 3 egységgel kezdhetne korabban.
Ezutdn mar nincs olyan tevékenység, amit optimalizalni lehetne. Ekkor az optimalis megoldés
a 2.1.3-1 abran lathat6. Ha a 2.1.3-4 abran 1évo megengedett megoldasbol indulunk ki, akkor
szintén P:={(6,9),(5,7),(7,8)}, Q lehet (6,9) vagy (7,8). Ennek megfeleléen a Branch &
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Bound fank a 2.1.4-2 abran lathato. Az algoritmus megadja a megoldasokat, amelyek ebben

az esetben ugyanahhoz a megoldéashoz vezetnek.

erdéforras (pl. nomkaerd)

Optimalis megoldas

a0
1%+
184
174
16
154
14 4
13
12
114
104
9 -
3 -
T -
6 =
]
P
3
2
1
0

5 10 15 20 a5 30 35 40 4546 (nap)

2.1.3-5 abra: az erdforras-allokacio optimalis megoldasa

Branch & Bound fa.
P=((69).(57.(7.8)},
Q={(6,3),(7.8)}; =(6,9=7.2(5,7)=3,2(7,8)=12, Q=(7.8)
=3, =9,
x(7,8y=9, x(7,8=3,
xt6,9)=4; =x(2,7)=3; =(7,8=12:
Q=(7,3),
Q=(1.9) =9,
=6 =2(6,99=4; 2(5, =3, =(7,8)=3; Q=(6,9);
®(6,%=4; =(5, =3, P=@, => megoldas =3
%(7,8)=3, P= => megoldas x(6,9=4, x(5,7)=3,

2(7,8)=3;
P=@ => megoldas
2.1.3-6 abra: dontési fa
Altaldban egy ilyen algoritmus azért lasst, mert valamennyi megoldast megkeresi.
Viszont egy megoldast viszonylag gyorsan elér. Ha ugy moddositjuk az algoritmust, hogy
adunk egy olyan feltételt a befejezéshez, amelyet ha elériink, az mar elégséges, akkor az
algoritmus rendkiviil gyorssa tehetd. A korlatozas és szétvalasztds modszerét alkalmazva
tovabb gyorsithatjuk az algoritmus lefutdsat. Ha egy megoldasrél meg tudnank mondani,

hogy ez optimalis, akkor szintén nem kell tovabb keresniink. Az algoritmus soran
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prioritasokat is kezelhetiink. Megmondhatjuk, hogy mely tevékenységeket optimalja eldbb.
Elmondhatd, hogy az algoritmusunk nem diszkretizal, tehdt az egyes toréspontok,
rakovetkezési relaciok értékei felvehetik egy nemnegativ valds szdm barmely részhalmazanak
tetszOleges értékeit a tobbi feltétel (rendelkezésre allo tartalékidd stb.) betartasaval. (Ez
kiilonosen akkor lehet fontos, amikor a halon alkalmazott idétartamok egysége nagyobb, mint

egy ora, pl. nap, hét, honap stb.)

2.2 Eroforras-allokaciéo szakaszonként konstans eroforraskorlatozas esetén
(ERALL-OPT/SZK, OPT-RALL/VRA)

A gyakorlatban sokszor eléfordul, hogy a rendelkezésiinkre allo eréforraskorlat fiigg az
1dotol. (Pl. egy szélloda épitésekor innepnapokon eléfordulhat, hogy rendelkezésiinkre joval
kevesebb munkaerd 4all, mint més napokon.) Megmutatom, hogy ilyenkor bizonyos
megszoritasokkal vissza lehet vezetni a feladatot az eredeti problémara. Igy egy megengedett
megoldast keresé heurisztikus algoritmus (néhany apr6é ponton modositott valtozata) is
miuikddik, és egy megengedett megoldast talal. Latni fogjuk, hogy az altalam kifejlesztett
algoritmus viszont teljes egészében, lényegében valtoztatas nélkiil visszavezethetd az eredeti
feladatra. [220-221, 223, 226]

A modszernek magyarul ERALL-OPT/SZK (optimalis erdforras-allokacio
szakaszonként konstans erdforraskorlat esetén), angolul OPT-RALL/VRA (Optimized
Resource Allocation with Variable Resource Availability) nevet adtam. (A /-jel utan irodott

roviditések az alap algoritmushoz képest tortént bovitést jelolik.)
221 Afeladat és a megoldas leirasa

Az eléz6 fejezetben targyalt erdforras-allokacié kizardlag konstans korlatozas esetén
mikodott. Latni fogjuk, ha az erdforraskorlat szakaszonként konstans fliggvény, és a
figgvénynek csak véges sok helyen van szakadasa, akkor egyszerlien visszavezethetd az
eredeti problémara.

Legyen adott egy ¢ fliggvény, mely az eréforraskorlatot adja meg minden pontban.
Ennek a fiiggvénynek véges sok helyen legyen csak szakadasa, valamint e pontok kivételével
legyen (szakaszonként) konstans fliggvény. Ilyen eréforraskorlatok mellett keressiink elészor
egy megengedett megoldast. Mint azt latni fogjuk, elsd 1épésként megprobalunk egy olyan

er6forraskorlatot keresni, amely konstans. Legyen ez a szam a ¢ fliggvény maximuma.
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Azokon a szakaszokon, ahol ¢ fiiggvény értéke kisebb ennél, ott vezessiink be olyan latszat-
er6forrasigényt, amelyeket semmiképpen sem mozgathatunk el a megengedettmegoldas-
keresésben. Rendezziik ezeket a latszat-eréforrasigényeket az eréforras-terhelési diagram
aljara. Ha létezik megengedett megoldas, akkor az algoritmusom megtaldlja az optimalis
megoldast, hiszen a latszat-eréforrasigényeket nem mozgattuk el. Igy ezeket a latszat-
er6forrasigényeket optimalnunk sem kell.

Fontos megjegyezni, hogy a megengedett mgoldas keresésébe a latszaterdforras-
igényeket olyan eréforrasigényekként/tevékenységekként kell kezelni, amelyeket semmilyen
koriilmények kozott sem szabad elmozditani. Ha méasképpen nem lehet megoldani a feladatot,
akkor a feladatnak nincs megengedett megolddsa, hiszen ez ellentmondana a kezdeti
eroforraskorlat-/eréforrasigény-feltevéseinknek. Ha létezik megengedett megoldas, akkor az
algoritmusunk ezeket a tevékenységeket semmiképpen sem mozgatja el (nem optimalizalja),
ugyanis a megengedett megoldas keresésekor ezeket a tevékenységeket TILOS wolt

elmozditani!

Definicio: Egy szakaszonként konstans ¢ erdforraskorlat-fliggvény maximuma, és a ¢
fliggvény értelmezesi tartomanyaban 1év0 pont kozotti eréforrasigényt latszat-
erdforrdasigénynek nevezzik.

Allitas: A modositott ERALL-OPT/SZK-algoritmus is véges 1épésben megadja az
optimalis megoldast.

Bizonyitas: Visszavezetjiik a feladatot az el6z6 problémara.
Tegyiik fel, hogy a feladatnak 1étezik megengedett megoldasa. (Amennyiben
nem létezik, gy optimalis megolddsa sem lehet, hiszen az optimalis megoldas
egyben megengedett megoldas is.) Hasznaljuk ki, hogy a megengedett
megoldas keresésében a ,latszat-er6forrasigényeket” nem mozgattuk el.
(Ebben az esetben ugyanis ez szintén nem lenne megengedett a megoldas).
Ezért az ERALL-OPT-algoritmus ezeket a tevékenységeket nem is fogja
optimalni. Rendezziik a latszat-eréforrasigényeket a terhelési diagram aljara.
Az optimalizaland6 tevékenységek halmaza legyen P, ezutan alkalmazzuk az

ERALL-OPT-algoritmust.

76



2 Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

2.2.2 Példa

A 2.2.2-1 abran lathatunk egy olyan esetet, melynél az eréforraskorlatnak véges sok helyen
szakadasa van. Ezen pontok kivételével viszont az er6forraskorlat egy konstans fiiggvény. A
2.2.2-2 4bran az eredeti feladatot ugy rajzoljuk at (az eréforraskorlat és az eréforras-terhelés
fliggvényeinek kiilonbségét olyan latszat-eréforrasigényeknek tekintve, melyet nem
mozgathatunk el), hogy az el6z6 feladattal ekvivalens feladatot kapjunk. Egy megengedett

megoldast (2.2.2-7 abra) optimalizalunk az eredeti algoritmussal.

 exdfiorrds (pl. moankasrd)
o Terhelési diagram
194 ——
174 ;
16_ —_—
o — 1' _J'g—l_ - T
14 ——1 S
12 1 @5 (.8
u-
] 4,6
o] 24) paf +
ed
:r-
&

0 ] 10 15 a0 23 30 33 40 4546 (nap)

2.2.2-5 abra: terhelési diagram

exiforeis (pl nomkaers) L erhelési diagram

lg_
aT —t—-
%f: 3,5r

Blas| o4

T L=

u} 5 10 15 20 25 30 35 40 4% 46 (nap)

2.2.2-6 abra: a terhelési diagram latszat-eréforrasigény elrendezése utan
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2. Az optimalis er6forras-allokacio keresésének modszertani bemutatasa
erdforrds (pl nmnkaerd)

Egy megengedett megoldas

SR R T

3 10 15 20 25 30 35 40 4546 (nap)

2.2.2-7 abra: egy megengedett megoldas

erdforras (pl. nonkaerd)

Az optimalis megoldas

[

EE T N E L= cir vl
M Pl

3 10 15 20 25 30 35 40 45 46 (nap)

2.2.2-8 abra: az optimalis megoldas
Megjegyzés: Olyan eseteket vizsgaltunk, ahol a maximalis eréforraskorlatozé fiiggvény

fiiggetlen volt a tevékenységektdl, csak az 1id6tdl fliggott. Legyen az
er6forraskorlat, tehat ¢:[0,m]—>{yl,..,yn}, ahol meR'.neZ'. Az
eréforraskorlat-fliggvényt 0-t0l m-ig értelmeztilk. m=TPT legyen a projekt
atfutasi ideje; a fiiggvénynek véges sok (n db) helyen van szakadésa. Itt a
fliggvény {yl,.., yn} értékeket vehet fel.

Amint lathatjuk, ez az algoritmus sem diszkretizal. A szakadasok a projekt

atfutasi idején beliil barmely nem negativ valos szamot felvehetnek.
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23 Tovabbi alkalmazasok (tevékenységek, eréforrasigények kovetése,

megszakithat6 tevékenységek kezelése)

Nemcsak a projektek tervezése, de a projektek nyomonkovetése is elengedhetetlen egy sikeres
projekt végrehajtasdhoz. A tevhez képest gyakran el6fordulhatnak a megvalositas sordn
kisebb-nagyobb valtozasok (pl. tevékenység iddtartama, koltségigénye, eréforras-sziikséglete
stb.). Az ilyen eltérések kezelésére két fajta moddszert is valaszthatunk. Vagy beépitjiik a
projekttervbe az egyes valtozok (tevékenység iddtartama, koltség- és erdforrasigénye stb.)
bizonytalansagat (lasd. 2.8. fejezet), vagy a megvaltozott paraméterekkel ,,0jra iitemezziik” a
tevékenységeket. Ebben a fejezetben eldszor a masodik modszer lehetdségeit mutatom be.

Legyen v(¢) egy adott idOpont a koordinatarendszeren. Tegyiik fel, hogy eddig az
idépontig a tevékenységek egy adott mdédon mar végbementek. (pl. valamilyen optimalizacios
eljaras altal meghatarozott médon. Lehet pl. »(f) a mai datum, amikor tudomésunkra jut a
valtozas).

Mint latni fogjuk, 1ényegében a v(¢) idopont eldtt befejezett tevékenységekkel nem kell
foglalkoznunk, hiszen az mar végrehajtodott. A végrehajtas alatt 1évo tevékenységeket két
csoportra bonthatjuk. Az elsé csoportot azok a tevékenységek alkotjak, melyeket semmilyen
koriilmények kozott nem szabad megszakitani (ilyen lehet pl. egy kémiai kisérletsorozat,
épitdiparban bizonyos betonozasi munkak stb.). A masik csoportba azok a tevékenységek
tartoznak, amelyeket megszakithatunk. A tovébbiakban eldszor a nem megszakithatd
tevékenységekkel foglalkozunk, majd a modellemet kiterjesztem megszakithatd
tevékenységek kezelésére is. A futds alatt 1év0 be nem fejezett, nem megszakithatd
tevékenységek még be nem fejezett részét nem szabad elmozgatnunk. Igy az el6zé
modszerhez hasonléan ugy kezeljiik Oket, mintha latszat-eréforrasigények lennének. Ily

modon biztositjuk azt, hogy ne szakadhassanak meg. [220-221, 223, 226]

2.3.1 Eroforraskorlat valtozasa (ERALL-OPT/ON-LINE/VK, OPT-RALL/ON-
LINE/VRA)

Az erdforraskorlatok, erdforrasigények, tevékenységek iddtartamainak nyomonkdvetése
fontos feladat, mert igy e paraméterek esetleges valtozasaira a szervezet jobban fel tud
késziilni.

Az elobb felsorolt paraméterek Ilehetséges valtozésai koziil most tekintsiik a

legegyszeriibb problémat, ha a projekt megvaldsitasa kdzben kideriil, hogy az eréforraskorlat
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megvaltozik. Az éppen futd tevékenységeket két csoportba kell bontani aszerint, hogy a
tevékenységek megszakithatok vagy sem. El6szor tehat azzal az esettel foglalkozom, amikor a
tevékenységeket nem lehet megszakitani. (Azzal az esettel, amikor definidljuk egy
tevékenység megszakithatdsagat, késobb foglalkozom). Tehat tigyelniink kell arra, hogy a mar
elkezdett tevékenység (v(¢) iddpillanat eldtt elkezdett tevékenység) nem szakadhat meg. Ezt
ugy érhetjiik el, hogy a folyamatban 1évd tevékenységet az el6z6 fejezetben targyalt latszat-
er6forrasigények modjara kezeljiik. Ezzel elérhetjiik, hogy egy megengedett megoldast keresd
algoritmus (pl. parhuzamos allokacid, soros allokacié stb.) nem fogja a tevékenységet
elmozditani. Az ERALL-OPT moddszer (mivel elmozditds nem tortént) igy nem fogja a
latszat-er6forrasigényeket optimalni. Ezzel a megszoritassal elegendé a v(r) id6pont utan
optimalizalni, hiszen a mar végrehajtott tevékenységeket sziikségtelen is lenne optimalizalni.
[220-221, 223, 226]

A modszernek magyarul ERALL-OPT/ON-LINE/VK (on-line optimalis eréforras-
allokaci6 eréforraskorlat valtozasa esetén), angolul OPT-RALL/ON-LINE/VRA (On-line

Optimized Resource Allocation with Variable Resource Availability) nevet adtam.

Allitas: A modositott ERALL-OPT/ON-LINE/VK megadja az optimalis megoldast
véges lépésben.

Bizonyitas: Visszavezetjiik a feladatot az el6z6 problémara. Legyen adott egy v(¢) id6pont,
ahol 0<v(f)<TPT, vagyis ez az idOpont a kezdés ¢és a projekt atfutasi ideje
kozott van. Az eddig az id6pontig befejezett tevékenységeket nem kell
iitemezniink. Az ebben a pillanatban folyamatban 1évé tevékenységek koziil a
nem megszakithatokat a kovetkezOképpen kezeljiik: Legyen z;j) a folyamatban
1évd tevékenység kezdési ideje, d(ij) a tevékenység idOtartama valamint A, a
folyamatban 1év6 nem megszakithat6 tevékenységek halmaza, ahol
Z(ijytdij-v(0)>0 V(i) e4n (2.3.1-1)
A folyamatban 1évd tevékenységeket a terhelési diagram aljara rendezziik. A
tovabbiakban csak w(f) és a TPT id6pont kozott 1€voe iddintervallumban
optimalizalunk. A folyamatban 1év0 tevékenységeknek a latszateréforrassal
azonos prioritast adunk, ezzel biztositva azt, hogy a megengedett
megoldaskeresésben ne mozgassuk el. Jelolje A, a w(t) idSpontban
megszakithatd tevékenységek halmazat. Ezeket a tevékenységeket a terhelési

diagram tetejére rendezziik, az alternativ uton 1évo tevékenységekkel azonos
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prioritast adunk ezeknek a tevékenységeknek. Amennyiben létezik
megengedett megoldas és A,=9, ugy az ERALL-OPT/SZK-algoritmussal
optimalis megoldast kaphatunk; amennyiben 4,7, tigy erre az intervallumra
(v(t) ¢és TPT kozott) hasznaljuk az ERALL-OPT/MSZT (2.3.4. fejezet)

moddszert optimalis megoldas keresésére.
2.3.1.1 Példa

A gyakorlati életben sokszor el6fordul, hogy a mar miikodd projektbe menet kozben kell
beavatkoznunk. Ennek tobb oka is lehet. El6fordulhat, hogy a projekt/termelés végrehajtasa
kozben bizonyos nehézségek 1épnek fel. Példaul egy adott tevékenység a tervezettnél tobb
er6forrast igényel, vagy éppen idOtartama tovabb tart, mint arra szamitottunk. Az is
lehetséges, hogy az erdforraskorlat masképpen alakul, mint azt eredetileg elterveztiik.
Megmutatom, hogy ebben az esetben - az el6z6 két algoritmust kombindlva - hogyan
oldhatjuk meg ezeket a feladatokat.

A kovetkez6 példaban az egyszeriiség kedvéért olyan kapacitaskorlatbol indultunk ki,
amelynél nem volt sziikség sem simitdsra, sem optimalizalasra. A 20. napon azonban kidertil,
hogy a 21. naptol a kapacitaskorlat (pl. munkasok szdma) lecsokken atmenetileg 13 —ra (pl.
varatlan influenza-jarvany kovetkeztében 5 ember nem tud munkaba jonni), a 25. napon
visszaall 18-ra (meggydgyultak).

Formadlisan: v(¢):=20, @i(#)=18, ha 0<<t,<21, vagy 25<t,, és ¢n(t2)=13, ha 21<1,<25.
Lathatjuk, hogy ezekkel a megszoritasokkal visszavezethetjiik az el6z6 fejezetekben targyalt

megoldasi modszerekre.
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kevesebbre szamithatunk.

20 erdforras (pl. nounkaerd)

194 Terhelési diagram
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2.3.1.1-9 abra: terhelési diagram kiindulé allapota
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2.3.1.1-10 4bra: terhelési diagram az eréforraskorlit megvaltozasa utan

Ez a gyakorlatban azt jelentheti, hogy a 21. naptol 4 napon keresztiil 4 emberrel

fordulhatnak el6. Ha az eréforrds egy berendezés, akkor ez a valtozas azt jelenti, hogy a 21.
napon (példadul meghibasodéas miatt) 4 napig (a javitdsi munkak befejezéséig) 4-gyel kevesebb

berendezéssel kell megvalositani a projektet. A kérdés az, hogy a projekt atfutasi ideje

valtozik-e, vagy tud-e alkalmazkodni a véllalat a megvaltozott koriilményekhez.

Ilyen valtozasok példaul egy-egy influenzajarvany esetén
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12 P PR

17
16+
154
14 -

141 78)
124

bt et
L=

[=T il S PV W = - -

20 25 30 35 40 45 46

2.3.1.1-11 abra: az iitemezend6 tevékenységek és eroforrasaik
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Optimalis megoldas
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2.3.1.1-13 4bra: az optimalis megoldas

Megjegyzések:

Lathatjuk, hogy a feladatot visszavezettiik az eredeti problémara. Hasonldan az el6z6
fejezetekben targyalt példdkhoz: a kritikus uton 1évd tevékenységeket zolddel, az
optimalizadland6 tevékenységeket fehérrel, a megengedett megoldas érdekében
elmozgatott tevékenységeket pedig sargaval jeloltem. A mar végrehajtott tevékenységeket
kékkel, a folyamatban 1évd tevékenységeket pedig narancssargaval jeloltem.

Az (5,7)-es tevékenység még be nem fejezett részEt, hasonldan a latszat-eréforrasigényhez
(okkersargéaval jeldltem), nem optimalizaltuk, mivel a modelliinkben egy tevékenység
megszakitasat nem engedélyeztiik.

Ha ezzel a megszoritdssal nem talalunk megengedett megoldast, akkor a feladatnak

(hasonldan az el6z6 fejezetben targyaltakhoz) nincs megengedett megoldasa.

2.3.2 Tevékenységek eréforras-sziikségletének valtozasa (ERALL-OPT/ON-

LINE/EV, OPT-RALL/ON-LINE/VR)

Ebben az esetben a projekt végrehajtasa kdzben valtozik az egyes tevékenységek erdforras-

sziikséglete. Elképzelhetd, hogy egy mar megkezdett tevékenység eréforrasigénye is valtozik.

Ezt az esetet is megvizsgaltam, mivel a legtobb heurisztikus mddszer, koztiik az ERALL-

modszer sem alkalmazhaté abban az esetben, ha egy tevékenység erdforras-sziikséglete

idében valtozik [288-289], kivéve ha ez a valtozas egybeesik v(¢)-vel. Ha viszont 1étezik erre

az esetre egy megengedett megoldas, akkor azt az algoritmusunk megtaladlja azzal a

84
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modositassal, hogy a toréspontokhoz az eréforras-sziikséglet valtozasat is hozzéavessziik.
[220-221, 223, 226]

A modszernek magyarul ERALL-OPT/ON-LINE/EV (on-line optimdlis eréforrés-
allokécio erdforrasigény valtozasa esetén), angolul OPT-RALL/ON-LINE/VR (On-line
Optimized Resource Allocation with Variable Resources) nevet adtam.

A mar megkezdett tevékenységeket szintén az el6z0 fejezetben megtargyalt modon

latszater6forrasok modjara kezeljiik. Nem mozgathatjuk el dket.

Allitas: A modositott ERALL-OPT/ON-LINE/EV megadja az optimalis megoldast
véges lépésben.

Bizonyitas: Lasd. 2.3.1. bizonyitast.

2.3.2.1 Példa

Induljunk ki szintén a 2.3.2.1-1 abran lathat6 feladatbdl. v(¢) legyen ismét 20. Novekedjen
meg (5,7) tevékenység erdforras-sziikséglete 1-el. (7,8) tevékenység erdforrds-sziikséglete
pedig novekedjen 2-vel. Erdforras-sziikséglet megvaltozasa legtobbszor akkor fordul eld, ha
helytelentil mértiik fel a tevékenységek erdforrasigényét, illetve valamilyen iddjarasi ok miatt
az eldzetesen kikalkulalt er6forrasigény eldrelathatolag kevésnek bizonyul.

Kiilonosen az ¢épitési projektek soran a vallalatok sokszor ugynevezett
tevékenységnormakat alkalmaznak, melyek standard tevékenységre (pl. betonozas, alap 4sasa
stb.) tartalmazzak a sziikséges tevékenység idotartamat és eréforrasigényét. Ettol az értéktol a
vallalat az alkalmazott technologia, valamint a kiilonb6z6 kiilsé koriilmények (pl. 1ddjaras)
miatt eltérhet. Ha a vallalat folyamatosan figyeli a tevékenységek iddtartamainak,
eréforrasigényeinek betartasat, akkor a tapasztalatokbol nyert adatok alapjan mddosithatja a
tervét, ezaltal pontosabban megbecsiilheti a még végrehajtasra vard tevékenységek erdforras-
sziikségletét. Valamint arra a szamara legfontosabb kérdésre is pontosabb valaszt tud adni,
hogy vajon a megvaltozott adatok figyelembevételével is be tudja-e hataridére fejezni a

projektet.

85



Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

204 Terhelési diagram

0 5 10 15 20 25 30 35 40 4546

2.3.2.1-1 abra: terhelési diagram az eréforrasigény megviltozasa utan
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2.3.2.1-2 abra: megengedett megoldas
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w4 Optimalis megoldas
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2.3.2.1-3 dbra: az optimalis megoldas

Megjegyzések:

e Lathatjuk, hogy ebben az esetben is a moddszer ugyantgy hasznalhatd. Ha olyan
problémaval taldlkozunk, ahol a két probléma kombinaltan fordul eld, azaz mind az
er6forraskorlat, mind pedig a rendelkezésre allo tevékenységek erdforrds-sziikséglete is
megvaltozik, akkor a problémat ugyanigy kezelhetjiik.

e Szintén elmondhato, ha nem talalhatd megengedett megoldas, akkor a probléménak nincs

optimalis megoldasa sem.

2.3.3 Tevékenységekhez sziikséges ido valtozasa (on-line médon) (ERALL-
OPT/ON-LINE/TLV, OPT-RALL/ON-LINE/VRT)

Az el6zd fejezetben mar emlitettem, hogy a tevékenységek iddtartamainak és erdforrds-
sziikségleteinek valtozasa elsdsorban abbol adodik, hogy helyteleniil mértiik fel ezen
paramétereket. A problémat az is neheziti, hogy a valtozas soran a kritikus 0t is megvaltozhat.
Ennek kovetkeztében egyrészt az atfutdsi id6 is valtozhat, masrészt megvaltoznak a
tevékenységek tartalékidéi. Ebbol adodoan olyan tevékenységek idébeni megvaldsulasara is
fokozott figyelmet kell forditani, amelyek eddig az alternativ utakon helyezkedtek el, és
esetleg jelentds tartalékid6vel rendelkeztek.

Ezért tehat joggal tekinthetjiik ezt a problémat az on-line litemezés legnehezebb
problémdjanak. Ez azért nehezebb feladat, mint az el6zdek, mert ekkor egy ijabb halot kell
létrehoznunk, amennyiben a valtozds nagyobb, mint a rendelkezésre allo tartalékidd.

Elképzelhetd az is, hogy az eddig kritikus Gton 1évo tevékenységek esetleg alternativ tutra
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keriilhetnek, s forditva. Ezért elso 1épésként fel kell rajzolnunk egy 1) halot. Ebbdl a halobol

az erb6forrasigényt tartalmazo tablazat segitségével egy Uj terhelési diagram rajzolhato. Erre
egy heurisztikus modszert (pl. ERALL-médszert) alkalmazva ismét egy megengedett
megoldashoz jutunk. Ezt optimalizalva juthatunk ismét optimalis megoldashoz. [220-
221, 223, 226]

A modszernek magyarul ERALL-OPT/ON-LINE/TLYV (on-line optimalis eréforras-
allokacio tevékenység iddtartamainak valtozdsa esetén), angolul OPT-RALL/ON-
LINE/VDT (On-line Optimized Resource Allocation with Variable Duration Time) nevet

adtam.

Definiciéo: Az olyan eseményt, melyet az on-line iitemezés soran, a hal6 tulajdonsagainak
fenntartasa érdekében vezettiink be, ldtszateseménynek nevezziik.

Megjegyzés: Az ilyen eseménynek a szerepe csupan annyi, hogy megdrizziik a halo
tulajdonsagait. Amennyiben az iitemezés soran tevékenység-csomdpontu
haldéval dolgoztunk, ugy latszatesemény helyett latszattevékenységet kell
latszateseményt (vagy latszattevékenységet), akkor nem biztos, hogy teljesiilne
a halonak az a tulajdonsaga, hogy csak egy kezdd eseménye (tevékenység-
csomoponti haloknal egy kezdd tevékenysége), kezddpontja lehet. Ezt a
(latszat)kezd6pontot a folyamatban 1évo tevékenységekkel, illetve az éppen
indulo tevékenységekkel Ossze kell kotni latszattevékenységekkel, szintén a
halo  tulajdonsdgainak fenntartasa  érdekében. Az itt alkalmazott
latszattevékenységeknek azonban van atfutési idejiik: v(t).

Allitas: A modositott ERALL-OPT/ON-LINE/TLV megadja az optimalis megoldast
véges lépésben.

Bizonyitas: Amennyiben barmely tevékenység rendelkezésére allo tartalékideje kisebb,
mint a valtozas mértéke, gy nem kell 0j grafot felrajzolni. Ellenkezd esetben
fel kell rajzolni a végre nem hajtott, illetve folyamatban 1év6 tevékenységekre
egy 1j grafot ugy, hogy egy latszat-kezdéeseményt (tevékenység-csomoponti
haloknal latszat-kezddtevékenység) vezetiink be. Ezutan a megengedett

megoldas megkeresése utan hasznaljuk az ERALL-OPT/VK modszert.
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Megjegyzés: Az on-line algoritmusokat kombindlhatjuk, vagyis alkalmazhatoék olyan

feladatokra is a moddszerek kombindcidja, melynél valamennyi paraméter

megvaltozik.

2.3.3.1 Példa

Szintén induljunk ki a 2.3.1.1-9 abra alapjan felvazolt problémabdl az egyszerliség kedvéért.
Legyen v(¢) ismét 20. Novekedjen (5,7) tevékenység ideje 1 egységgel, (6,9) 10 egységgel.
eréforrasigénye legyen 0 (barmennyi lehetne, hiszen csak w(t)-t6l optimalizalunk), hossza
pedig v(t). Nyilvan a v(t) idépont eldtt elkezdodott, még folyamatban 1évo tevékenységeket az

elézéekhez hasonldan kezeljiik.

I

2.3.3.1-1 dbra: a CPM-hal¢ tevékenységek idétartamainak megvaltozasa utan
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20 Terhelesi diagram
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2.3.3.1-2 abra: a terhelési diagram
Megjegyzések:

Ebben a példadban a graf utani reprezentacid egyben az optimalis megoldast is szolgéltatta.
Ez altalaban persze nem igaz. Mégis minden esetben ilyen iitemezés esetén, ahol a
tevékenységekhez sziikséges idok valtoznak, eldszor egy 1) ,,segédgrafot” kell
felrajzolnunk, amennyiben a valtozas nagyobb, mint a tevékenység rendelkezésére allo
tartalékidd. Ezutan (ha sziikséges) eldszor megengedett megoldést kell keresni, majd
pedig ezt optimalizalni.

Az olyan on-line iitemezéseknél, ahol egyszerre tobb paraméter valtozik (er6forraskorlat,
tevékenység(ek) eréforrasigénye, tevékenység(ek)hez sziikséges 1d6), azt, hogy fel kell-e
rajzolni egy ujabb grafot, az donti el, hogy van-e olyan tevékenység, amelyhez a
sziikséges 1d6 megvaltozott. Ha igen, akkor valésziniileg fel kell rajzolni.

Nem kell felrajzolni a grafot, ha egy tevékenységhez sziikséges 1d6 gy valtozott meg,
hogy erre a valtozasra a rendelkezésre 4llo tartalékidok fedezetet nytjtanak.

Ezek az optimdlis megoldasok w(r) fliggéek, hiszen v(f) idépont el6tt lezajlott
tevékenységekkel mar nem foglalkozunk, nem optimalizaljuk, az algoritmusunk soran

nem vessziik Oket figyelembe.

2.3.4 Tevékenységek megszakithatésaga (ERALL-OPT/MSZT, OPT-RALLI/IA)

A gyakorlatban vannak olyan tevékenységek, melyeket megszakithatunk, és vannak olyan

tevékenységek, amelyeket nem. A megszakithato tevékenységekre is igaz, hogy egy bizonyos
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ideig (pl. a technologia miatt) nem szakithatok meg. Tovabba értelmezheté egy olyan
(maximalis) idd, amely elteltével az adott tevékenységet mindenképpen folytatni kell. Ha egy
tevékenység esetében megengedjiik a megszakithatdsagot, akkor az pl. ERALL-algoritmus
erre az esetre — egy megengedett megoldas keresésére — nem hasznalhato.

Az irodalmi attekintésben emlitettem a soros illetve parhuzamos allokaciokat. Ezek
mindegyike haszndlhatd ebben az esetben egy megengedett megoldas keresésére. Bar ezek az
optimumkeresd algoritmusok csak heurisztikusak. [202, 213]

Ha ebbdl a megengedett megoldasbol indulunk ki ugy, hogy a megszakitott
tevékenységeket kiilon tevékenységekként kezeljiik azzal a megszoritassal, hogy azt a
maximalis 1d6t, amely e két megszakitott tevékenység kozott van, ne 1€pje tal az eldirtat,
akkor egy optimalis megoldast kaphatunk. Vagyis be kell vezetniink egy #si 11m) 1d6t, mely
megadja, hogy két megszakitott résztevékenység ((k,1), (I,m)) mennyi id6 utdn koveti
egymast. Ez egy optimalizalasi 1épésben nem Iépheti tal az eldirt értéket. [220-221, 223, 226]

A modszernek magyarul ERALL-OPT/MSZT (optimalis erdforras-allokacio
tevékenységek megszakithatosaga esetén), angolul OPT-RALL/IA (Optimized Resource

Allocation with Interruptable Activities) nevet adtam.

Definicio: Egy megszakitott tevékenység egyik résztevékenységének befejezése, illetve
kovetd résztevékenységének kezdése kozott eltelhetd maximalis idot nevezziik

maximdlis megszakitdsi idonek.

Allitas: A modositott ERALL-OPT/MSZT megadja az optimalis megoldast véges
1épésben.

Bizonyitas: Tegyik fel, hogy létezik megengedett megoldas. Legyen M a megszakithatd
tevékenységek halmaza. Legyen M; egy megszakithatd tevékenység
résztevékenységeinek halmaza, ahol (ij)eM. Legyen zy) egy adott
résztevékenység kezdési ideje, d ) a idétartama, ahol (k,1)e M, (1,j)eM. Két
résztevékenység kozotti maximalis megszakitasi id6 legyen ffmaxk,iim) ahol
kD, (Lm)eM;, (1,j))eM, és legyen tgi11m) ahol (kl), (I,m)eM;, (i,j)eM
két résztevékenység kozott eltelt ido. Barmely el6zé fejezetekben targyalt
optimumkeresési eljarast hasznalhatjuk, az egyes megoldasoknal azonban

figyelembe kell venni, hogy ffc 11 m<tfmax(k,11,m)- A megadott megoldadshalmazbol
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kivalasztjuk az olyan megoldas(oka)t, amelyek a fenti egyenldséget kielégitik

V(k,1), (I m)eMgy), V(i,j)eM esetén.

24 Koltség-, id6-, er6forras-optimalas egyidejlii megvalésitasa (ERALL-
OPT/KLTG, OPT-RALL/COST)

Az eddigi fejezetekben iitemezéssel és eréforrasoptimalassal foglalkoztam. A menedzsment
szamara azonban a koltségek figyelembevétele, esetleges csokkentése is fontos szempont
lehet. Egy projekt megvalositasa soran — az irodalmi attekintésben az ISO 8402-es szabvany
megfeleld kezelése mellett a koltségek minimalis szinten tartasa is fontos célunk.
Amennyiben a koltségeket is figyelembe vessziik az optimalizdlas soran, szamos
cél(fiiggvény)t fogalmazhatunk meg. Ilyen feladat lehet a koltségek felmeriilésének
kiegyenlitése, a projekt végrehajtdsa lehetd legrovidebb idd alatt a legkisebb (valtozo)
koltségnovekménnyel, optimalis eréforras-kihasznaldas mellett, illetve lehetd legkisebb
0sszkoltség meghatarozasa. Az els6 esetben a koltségeket mint (specidlis) erdforrast kell
kezelniink. A masodik ¢és harmadik esetet vizsgdlom meg részletesen ebben a fejezetben.
Lathatjuk majd, hogy ebben az esetben valamennyi elézdekben targyalt mddszerre sziikség
lehet. Ezeket integraltan kell hasznalni a cél elérése érdekében. [220-221, 223, 226]

Elész6r meghatirozzuk a CPM-modszer (vagy MPM-médszer) segitségével a
tevékenységek legkorabbi kezdési idejét. Ezutan egy CPM/COST- (vagy MPM/COST-)
modszerrel meghatarozzuk, hogy minimalis koltségnovekménnyel mennyivel lehet gyorsitani
a tevékenységek idotartamait. Ennek a moddszernek szamos (szdmunkra) eldnyos
tulajdonsagat kihasznaljuk. Kihasznaljuk példaul, hogy adott koltségkorlat esetén is (a
koltségkorlat figyelembevételével) koltégoptimalis megoldast szolgaltat a valtozo koltségekre
nézve. Meghatdrozzuk a (valtozo) koltség — iddcsokkenés, erdforrdsigény — idcsdkkenés
fliggését.

Az iddrovidités soran ugyanis a menedzsment a kovetkezd problémaval kertiil szembe:
Ha csokkenti a program atfutdsi idejét, akkor novekszik a tevékenységek valtozokoltség-
igénye. Elmondhatd azonban az is, hogy a program fixkoltsége viszont a program
roviditésével szintén csokken. Ebbdl viszont kovetkezik, hogy konvex koltségfiiggvények

esetén az OsszkOltség minimalizalhatd, vagyis taldlhaté egy olyan program, melynek
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0sszkoltségigénye minimalis. Ezaltal a vezetés mind a projekt atfutdsi idejét, mind pedig az
0sszkoltségét csokkentheti.

Egy CPM/COST-moédszerrel szolgaltatott halot tekintiink kiindulasi allapotnak.
Ezutan egy heurisztikus médszerrel megengedett megoldast keresiink (pl. alkalmazhatjuk az
ERALL-mddszert, soros vagy parhuzamos allokaciot). Ha van olyan megengedett megoldas,
melynél a mddszer alkalmazésa utan nem valtozott a teljes projektidd, akkor alkalmazzuk az
ERALL-OPT optimalizalast (2. fejezet). Megvizsgalok olyan eseteket is, amikor e harom
kritérium (minimalis atfutasi id6, minimalis 6sszkoltség, optimalis eréforrasfelhasznélas) csak
kompromisszumokkal elégitheto ki egyszerre. [220-221, 223, 226]

A modszernek magyarul ERALL-OPT/KLTG (optimalis erdforras-allokacio
koltségek figyelembevételével), angolul OPT-RALL/COST (Optimized Cost and Resource

Allocation) nevet adtam.

241 A feladat megfogalmazasa

Ahogyan azt az el6z6 fejezetben mar emlitettem, a harom kritérium:

1. minimalis 6sszkdltség elérése,

2. minimalis atfutasi id6 elérése, valamint

3. az optimalis eréforras-felhasznaléas biztositasa

legtobb esetben kompromisszumok nélkiil nem elégithetd ki egyszerre.

Tegyiik fel, hogy egy projektet, melynél a tevékenységeket, a tevékenységekhez
sziikséges 1dot, koltséget, erdforrasigényt mar meghataroztak. Adott minden tevékenységre
vonatkozoan, hogy ha az adott tevékenységet hamarabb szeretnénk befejezni, akkor az milyen
koltség- és eréforras-ndvekménnyel jar.

Ebben a helyzetben két feladatot is meghatarozhatunk: az elsd szerint egy olyan
programot kell meghatdroznunk, mely a minimalis koltségndvekménnyel, a legrovidebb idd
alatt, maximalis parhuzamositads mellett belitemezi a tevékenységeket a legkorabbi idépontra
ugy, hogy egy adott eréforraskorlatot ne 1épjen til. Ez a program tulajdonképpen egy
minimalis atfutdsi idovel rendelkezd projekt. Ennél rovidebb idd alatt nem lehet végrehajtani
a programot. Ezenkiviil az is elmondhatd, hogy nem taldlhaté olyan projekt, mely kisebb
0sszkoltséggel ugyanennyi id6 alatt végrehajthato.

A masik feladat a minimalis Osszkoltség meghatirozasa. Ebben az esetben olyan

programot kell meghatarozni, melyben az §sszkdltség minimalis.
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A modszer alkalmazasahoz a kovetkezd feltételezésekkel éliink:
1. A koltség-idd fiiggvények konvexek.
2. A fixkoltségek (az id6 elérehaladtaval) monoton nének.
3. A valtozokoltség-ido fliggvény minimuma a normal atfutdsi idejii projekt esetén van.

Ezek a megszoritasok a legtobb projekt esetén teljesiilnek. Az elsd megszoritas szerint
olyan koltségfiiggvényekkel dolgozunk, melyek konvexek. Nem konvex koltségfiiggvények
esetén a koltségminimumok meghatarozasa igen nehéz feladat. Ilyen esetekben legtobbszor
genetikus algoritmusokat alkalmaznak a fliggvényminimum megtaldlasanak céljabol. Ez a
moddszer barmilyen gyors is, nem szolgaltat minimumot. Specialis esetekben mdd van arra,
hogy algoritmikus moédszerekkel is belathatd idon beliil eredményt szolgaltathassunk. Ilyen
specialis eset, amikor a feladat szeparalhato, jelen esetben ez azt jelenti, hogy a
tevékenységek valtozokoltség-igénye adja meg az 6sszes valtozo koltséget, valamint a valtozé
koltségek és fixkoltségek Osszege adja meg az 0sszkoltséget. Ezek a koltségfiiggvények
egymastol fiiggetleniil vizsgéalhatok. Az Osszkoltség ezen koltségek Osszege lesz. Ha ez
teljesiil, akkor lehetdség van a koltségfliiggvények szepardldsara. A konvex fiiggvények
minimumat hagyomanyos moédon, a nem konvex fliggvények minimumat egyre kisebb
intervallumon vett konvex burkuk segitségével lehet meghatarozni.

A modszer szempontjabol nem lényeges, hogy egy megengedett erdéforrasallokaciot
milyen modszerrel taldlunk meg. Ezért a tovabbiakban csak azt feltételezziik, hogy egy ilyen
megengedett megoldast meg lehet taldlni. Ha nincs megengedett megoldas, akkor ebben az
esetben sincs optimalis megoldas.

Az egyszeriiség kedvéért most koltségoptimalis eréforrasallokacid esetén a modszer
végigkdvetése céljabol CPM/COST-médszert alkalmazunk az litemezési fazis
végrehajtasara. Mar most meg kell azonban jegyeznem, hogy barmely mas minimalis
Osszkoltségtli, illetve minimalis atfutdsi idejli programot meghatirozd koltségoptimalo
modszert alkalmazhattunk volna.

A CPM/COST-médszernél fel kell tenniink, hogy az el6zdekben targyalt harom
megszoritds (koltségfiiggvények konvexitasa, fixkoltségfliggvény monoton ndvekedése,
valamint az, hogy a valtozokoltség-ido fliiggvény minimum helye a normal atfutasi ideji
projekt esetén van) teljesiil.

Ha ezek a feltételek teljesiilnek, akkor szamos tovabbi kdvetkeztetést is levonhatunk.

1. A minimalis 6sszkoltségli program a normal és a minimalis atfutasi idejii projekt kozott

van.
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2. Ha a koltségfiiggvények szigoraan konvexek, akkor csak egy 6sszkoltség-minimumhely
van.

A hérom kritérium (lehetd legrovidebb atfutdsi ido, lehetd legkisebb 0sszkoltség és
optimalis eréforrasfelhasznéalds mellett torténd megvaldsitds) nem mindig elégithetd ki
egyszerre kompromisszumok nélkiil. A tovabbiakban vizsgaljuk meg a (valtozo)koltség-
novekmény — idOtartam csokkentése, valamint az er6forrasigény és az iddtartam csokkentése
kozotti kapesolatot. Az alabbiakban definialjunk néhany fogalmat, melyet a koltségtervezés
kapcsan a CPM/COST-, MPM/COST-mddszereknél (is) alkalmaznak.

Normal (idotartam) idé: Az az idOmennyiség, amely a tevékenység normal/tervszera

végrehajtasahoz sziikséges.

Megjegyzés: A tovabbiakban feltessziik, hogy a tevékenység normdal idGtartama esetén

legkisebb a (valtozd)koltség-igénye.

Minimalis vagy rohamidé: Az a legkisebb idémennyiség, amely alatt a tevékenységet végre

lehet hajtani.

Elmondhat6, hogy a (valtozo) koltségek és az idOtartamok kozott altalaban forditott
aranyossag figyelhetd meg. [372]

koltség-exdforrasigény

c !
Er

valtozo
\\\ __~kbltség
ot -
BT \u:ﬁﬂ?n asigény

| 1
I I

T n idd

2.4.1-14 abra: valtozokoltség-ido, eréforrasigény-idé kapcsolata

Az abran lathatd, hogy a rohamidénél (r) rovidebb i1d6 alatt nincs értelme a koltséget
¢s az er6forrasigényt vizsgalni, hiszen ennél kevesebb id6 alatt a tevékenységet nem lehet
végrehajtani, igy ezek a gorbék ilyen idOpontokra nincsenek is értelmezve. A tevékenység

eroforrasigénye (attdl fiigg persze, hogy mit tekintiink er6forrasigénynek) forditottan aranyos
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az id6tartamokkal (példaul, ha az eréforrasigény a munkaerd, akkor tobb id6 alatt kevesebb,
mig kevesebb 1d9 alatt tobb munkas tudja elvégezni ugyanazt a munkat).

Késobb latni fogjuk, hogy az algoritmus szempontjabol teljesen mindegy, hogy az id6
és az erOforrasigény kozott milyen fliggvénykapcsolat van. Egy fontos kdvetelmény van
csupan, mégpedig az, hogy barmely (diszkrét) idépontban (de legalabb a normal id6 (n) és a
rohamidd (r) kozotti iddintervallumban) meg tudjuk mondani az adott id6hoz tartozéd
er6forrasigényt.

Az el6z6 pontban a koltségfiiggvényekre szorosabb kritériumokat tettiink. A (valtozo)
koltségek altaldban a normdl id6 (n) és a rohamidd (r) iddintervallum kozott forditottan
aranyosak a tevékenység iddtartamaval. Viszont, ha egy tevékenység id6tartama a tervezettnél
tovabb tart, akkor koltségndvekménnyel (is) jarhat. Mégis latni fogjuk, hogy mi csak a normal
¢s a rohamidé kozotti intervallumot tekintjiik, hiszen ezen az iddintervallumon beliil
optimalizdlunk (ugyanis az el6z6 pontban leirt koltségfiiggvényekre vonatkozo
kritériumokbol kovetkezik, hogy csak ezen intervallumon beliil lehet 6sszkoltségminimalis
program). Ezen az iddintervallumon beliill megkivanjuk a fiiggvénytdl, hogy szigoruan
monoton csokkend legyen. (Ez a CPM/COST-modszer alkalmazhatdsaga miatt sziikséges.)

Tovabba mindkét fiiggvénytdl elvarjuk, hogy a vizsgalt pontokban értelmezve legyenek.
24.2 Az algoritmus leirasa

A tovébbiakban a fenti feltételeknek megfeleld er6forrasigény és (valtozo)koltség
fiiggvényekkel foglalkozunk. Eldszér a legkordbbi (normal) idére vonatkozd titemezést
végezzik el. Ez a mdédszer megadja a tevékenységek maximalis parhuzamositisa melletti
legkorabbi kezdési idépontokat. Ezutdn koltségoptimalizalast végziink. Ilyen a példaban
szerepld CPM/COST-médszer is. A moddszer 1épéseit egy tablazatba Osszefoglaljuk. Ha
koltségoptimalizalasra a CPM/COST-médszert alkalmazzuk, akkor ezen modszer néhany
specialis tulajdonsagat is kihasznalhatjuk.

Egyik fontos, szdmunkra nagyon kedvezd tulajdonsadga ennek a modszernek, hogy ez
egy moho algoritmus. Minden [épésben a legkisebb koltségndvekedéssel jard kritikus uton
1évé tevékenység(ek) idOtartamat csokkenti. Tehat, ha az Osszes (valtozd) koltségre
megszabnank egy korlatot, akkor ez a mddszer az ennek megfeleld legjobb megoldast
szolgaltatja. Ekkor a moddszer 1épéseit csak addig kell végrehajtani, ameddig a valtozo
koltségek Osszege kisebb vagy egyenld, mint ez a korlat. A modszer csak a kritikus uton 1évo

tevékenységeket csokkenti Ggy, hogy figyel arra, hogy egy nem kritikus ut a kritikus uton
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1évo tevékenységek idOtartamainak csokkentésével mar kritikus 0ttd valhat. Tovabba egy

1épésben nem lehet tobbet csokkenteni az idétartam(ok)on, mint a nem kritikus uton 1évd
tevékenységek tartalékideje.

Ha egy CPM/COST-moddszerrel meghataroztuk a 1épéseket, akkor meghatarozzuk a
terhelési diagramot. Ha van olyan id6pillanat, ahol az sszes erdforrasigény nagyobb, mint az
er6forraskorlat, akkor a megfeleld eréforrasadatokkal megengedett megoldast keresiink. Ha
valamely megengedett megoldast keresd algoritmussal (mint pl. az ERALL-mddszerrel)
talaltunk olyan termelési programot, amelyben a kritikus utat nem kellett megvaltoztatni,
vagyis a kritikus ut hossza nem nétt a megengedett megoldast keresé modszer alkalmazasa
utan, akkor az altalunk kifejlesztett ERALL-OPT-algoritmust futtatjuk le. Ekkor a feladat
koltség-, 1d6- és eréforras-optimalis lesz egyben. [220-221, 223, 226]

Nevezziik a tovabbiakban az olyan megengedett megoldasokat — melyeknél a
megengedett megoldas keresése soran a modszer a kritikus Ut hosszat megvaltoztatta —
kritikus megoldasnak, valamint az olyan megengedett megoldasokat, melyeknél a kritikus ut
hossza nem valtozik, nemkritikus (megengedett) megolddasnak.

Ha nincs olyan nemkritikus megengedett megoldas, akkor a CPM/COST-médszer
altal szolgaltatott 1épések koziil az utolso elbttire végezziik el a fenti vizsgalatokat. Ha egy
1épésben tobb idéegységnyit javitottunk a projekt atfutasi idején, akkor ezekre a kdzbensd
allapotokra is el kell végezni a fenti vizsgélatokat, mivel elképzelhetd, hogy ebben az esetben
taldlunk egy nemkritikus megoldast. Ha a CPM/COST-médszer egyetlen 1épése sem
szolgaltat nemkritikus megoldast (valamint a kdzbensé 1épéseknél sem taldlhatd ilyen
megoldas), akkor azt mondjuk, hogy a teljes projekt idOtartamat az adott erdforraskorlat
mellett nem lehet leroviditeni. Ekkor visszaérkeztiink a masodik fejezetben targyalt esethez,
vagyis el6szor egy megengedett megoldast keresé heurisztikus algoritmust, majd egy
ERALL-OPT-médszert kell végrehajtanunk a feladaton.

Meg kell tovabba jegyezni, hogy az el6z0 fejezetekben targyalt esetekre alkalmazott
algoritmusokat az ERALL-OPT-algoritmus helyett itt is alkalmazhatjuk. Tehat, ha az
eréforraskorlat nem konstans fliggvény, akkor hasznalhato az ERALL-OPT/VK, on-line
iitemezésnél az ERALL-OPT/ONLINE/VK ¢s igy tovabb.

Az algoritmus menetét az alabbi folyamatéabra is reprezentalja (ahol m a CPM/COST

1épésinek szdma).
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Definicio6: Az olyan megengedett megoldast, ahol a projekt atfutasi ideje (7PT)
megegyezik a maximalisan parhuzamositott megoldasban 1évd kritikus 1t
hosszaval, nemkritikus megolddsnak nevezziik.

Definicio: Az olyan megengedett megoldast, ahol a projekt atfutasi ideje (TPT) nagyobb,
mint a maximalisan parhuzamositott megoldasban 1évé kritikus ut hossza,
kritikus megolddasnak nevezziik.

aTART
[ERALL]
2.4.2-1 abra: az ERALL-OPT/COST algoritmus folyamatabraja

Allitas: A modositott ERALL-OPT/KLTG megadja az optimalis megoldast véges
1épésben.

Bizonyitas: Amennyiben a koltségoptimalizalas (pl. a CPM/COST-moédszer) lefutasa utan

létezik nemkritikus megoldés, akkor valamennyi (altalam készitett) optimald
eljarassal optimalis megoldas adhatd. Amennyiben ez a megoldas kritikus,
akkor ezen 1d0 alatt, ilyen koltségszint mellett nem lehet optimalis eréforras-
allokaciot meghatdrozni, mivel nincs olyan megengedett megoldas, mely
iitemtervét ezen 1d6 alatt végre lehetne hajtani. Kihasznaljuk a kdvetkezdt: csak
ott lehet koltségnovekmény-optimalis megoldast taldlni, amely rajta van a
CPM/COST altal megadott koltségndvekmény-ido fliggvényen. Ezért
vizsgéaljuk meg valamennyi diszkrét idopontra, hogy talalhat6-e nemkritikus
megoldas. Amennyiben taldlhat6, ezek koziil a legrovidebb atfutasi 1dot
meghatdroz6  litemtervre  végezziink  optimalast valamely optimald

algoritmusunkkal. Amennyiben a koltségndvekmény-ido fiiggvény egyetlen
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diszkrét pontjara sem hatarozhatd6 meg nemkritikus megoldés, akkor azt
mondjuk, hogy a projekt atfutasi idejét nem rovidithetjiik ugy, hogy az
egyszerre legyen erdforrasigény-, koltségnovekmény- €s idéoptimalis. Ekkor
az eredeti feladatra végezziik el a megengedett megoldas keresését, majd ha
létezik megengedett megoldas, akkor az optimalast. Minimalis Osszkoltség
meghatarozasa esetén is hasonléan jarunk el. A koltségoptimalizalds soran
kivalasztjuk azt a megoldast, melyre az Osszkdltségek minimalisak. Ha van
nemkritikus megengedett megoldés, akkor van optimalis megoldas is, melyeket
el lehet véges 1épésben érni (2. fejezet szerint). Ha egyetlen pontban sem
talalhatd 0Osszkoltségminimalis megoldas, akkor az el6zéekhez hasonldan
visszajutottunk a 2.1 fejezetben targyalt problémahoz: normal atfutasi ideji
projektre kell megengedett, majd pedig optimalis megoldast taldlni. Ha nincs

megengedett megoldas, akkor optimalis megoldas sem talalhato.

243 Példa

A kovetkezdkben az egyszeriisités kedvéért a tevékenységek esetében az erdforrasigény- €s

koltségnovekmény legyen azonos egységnyi idOtartam-csokkenésre. Az adatokat az alabbi

tablazat foglalja 0ssze.:

Tevékenység | Normal | Rohamidé | Normal | Egységnyi | Normal Egységnyi
idé (1)) | () Kbltség | koltség- | eréforrasigény | eréforras-
(C.j) |nbvekedés |(Ru) igény
(AC) novekedése
(AR;)
12) 3 6| 4500 100 30 05
(1,3) 6 5| 12000 200 2 1
(1,4) 10 71 10500 150 2 1
2.4) 6 4] 7500 300 41
(2,5) 3 3 3500 - 2 -
(3.4) 7 6 1500 500 3 1
4,5) 5 4 2500 650 1 1
Osszesités 42000 - -l -

2.4.3-1 tablazat
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Az er6forras legyen a munkaerd, az eréforraskorlat pedig 10 f6. A koltségek eFt-ban
értendok.

Az adatokbol megszerkeszthetd a CPM-halo, valamint felirhatok a CPM/COST-
modszer 1épései.

= ritikus Gt

2.4.3-2 abra: CPM-hal6

A CPM/COST-médszer 1épései

Lépé- |Csokken- |Csdk- |Osszes |Egységnyi Osszes Teljes
sek tett  tevé- | kentés |koltség | koltség- koltség- pro-
szama | kenységek novekedés novekedés |jektidd
0 - -| 42000 - - 19
1 6 1| 42100 100 100 18
2 10 1| 42400 100+200=300 300 17
3 6 1| 43050 650 650 16
4 3 1| 43850 500+300=800 800 15

2.4.3-2 tablazat

Az utolso (negyedik) lépés alapjan meghatdrozhatjuk a halot, és a hozza tartozo

terhelési diagrammot.
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2. Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

154
144
13
12 )

11 -
5 —iaikusat 0] T
3_
)15 7

____ Erdiforrds korlat

= k3 W & D

T T T T T 1
123 4 5 67 69 1011121314 1516 171613 20

2.4.3-3 abra: a CPM-halo és a hozza tartozé terhelési diagram a CPM/COST-modszer utolso 1épésére

Lathato az erdforrasterhelési diagram alapjan, hogy nemkritikus megoldas nem
talalhato, ezért egy lépéssel vissza kell 1épni a CPM/COST tablazatban. Erre a 1épésre is
meghatarozhat6 egy hélo, és a hozza tartozo terhelési diagram.

Tekintettel arra, hogy a harmadik 1épés utan csak egy idoegységgel javult az atfutasi

1d6, igy nem kell kozbensé idéegységekre megvizsgalni a terhelési diagramot.

15
144 Terhelési diagram
13
12
141

| ErGforras korlat

B - ritikus Ut ! &3

— B3 L R N D WD O

123 4 5 B8B7 89 101 1213 141516 171810 20

2.4.3-4 dbra: a CPM-halo és a hozza tartozé terhelési diagram a CPM/COST-modszer utolsé elotti
lépésére

Ebben az esetben mar taldlhaté nemkritikus megengedett megoldas. Pl. az ERALL-
algoritmus alkalmazasa utdn az ERALL-OPT-algoritmussal optimalis megoldast kapunk az

adott feltételrendszerre.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

15 154
14 144
131 Megengedett megoldas 137 optimalis megoldas

Erdiforras korlat

N N ]
" !

123 4 5 BT 832 1011121314 15 16 171819 20

123 4 5 67 89 1011 1213 14 15 16 171819 20

2.4.3-5 abra: megengedett illetve optimalis megoldas

Az abrakbol leolvashato, hogy a projekt Osszes (valtozd) koltsége 43050 eFt, 10
munkassal a program 16 nap alatt végrehajthatd. Az egyes tevékenységek kezdési ideje
leolvashato6 az optimalis eréforras-allokacio terhelési diagramjabol.

Amennyiben a koltségekre is meghatarozunk egy korlatot, akkor a CPM/COST-
modszert csak addig kell folytatni, ameddig el nem érjiik ezt a korlatot, utdna az algoritmust

ugyanigy folytatjuk tovabb.
25 Koltségcsokkentés alternativ megoldasok segitségével

A projektek tervezése és megvalositasa soran nagyon sokszor elofordul, hogy az eldzetes
projektet sem lehet azon az aron megvalodsitani, amelyen a tendert kiir6 megvalositani
szeretné. [229]

Ezzel a probléméaval a gyakorlatban sokszor taldlkozhatunk, kiilonosen épitési, illetve
beruhazasi projektek esetén. Erre a prolémara egy mas megkozelitésii megoldast lathatunk Dr.
Papp Ott6: Projektmenedzsment a gyakorlatban cimii konyvének 15. fejezetében: ,,A
projektkoltségek  csokkentése  értékelemzéssel —  Epitési  vallalkozason illetve
szervezetfejlesztési példan bemutatva” cimi esettanulmanyban. [310]

A modszer segitségével meghatarozott maximalis koltségvetés esetén meg lehet
hatarozni a lehetd legjobb mindséggel végrehajtandd projekt iitemtervét, koltségigényét €s

er6forras-sziikségletét.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa
2.5.1 Alternativ megoldasok

Ha az eldzetes kalkulaciok soran kiszdmitott minimalis Osszkdltségre vonatkozd optimalis
eréforras-allokaciés megoldads esetén a koltségek magasabbak, mint a program
megvalositasara szant koltségvetés, akkor harom lehetdségiink van: vagy lemondunk a projekt
megvaldsitasarol, vagy veszteséggel, de megvalositjuk a projektet, vagy pedig az egyes
megvalositandd tevékenységeket — koltségesokkentés céljabol — mas tevékenységekkel
valtjuk ki. Az els vélasztasi lehetdséggel az elemzés sordn most a tovabbiakban nem
foglalkozunk, hiszen ebben az esetben elesiink az iizlettdl, és itt nincs értelme tovabb
optimalis er6forras-tervezést késziteni. A masodik valasztasi lehetdséget néha akkor is
,oevallaljak”, ha az atmeneti veszteség ellenére arra szamitanak, hogy késébbi projektek
megvalositdsakor ez a veszteség megtériil. Ekkor meg kell hatdrozni egy minimalis
Osszkoltséggel jard adott célfliggvényre optimalis eréforras-allokaciot. A tovabbiakban a
harmadik esettel foglalkozom, vagyis egyes megvaldsitandd tevékenységeket —
koltségesokkentés céljabol — mas tevékenységekkel valtjuk ki.

A harmadik esetben eldszor egy listat kell késziteniink az egyes tevékenységek
alternativ megvalositasairol.

Itt a célunk megfogalmazasakor harom szempontot kell figyelembe venni (itt a

pontok a valasztds soran prioritdsokat is jeldlnek):

1. el6szor is a leheto legjobb minéségben végezziik el az adott tevékenységeket
2. leheto legtobb koltségesokkenéssel jarjon az alternativ megoldas bevezetése
3. leheto legkisebb mértékben valtozzon (és ha lehet, inkabb csokkenjen) a

tevékenység idotartama, eréforrasigénye.

Ezen kritériumok mellett minden tevékenység esetén meghatarozhatd egy minimalis
mindségi kovetelmény, melyet mindenképpen a szerzédés értelmében teljesiteniink kell.
Célszerli az adott tevékenységhez tartozo alternativ megoldasokat ezen szempontok szerint
rendezni. Azokat a tevékenységeket, melyek a mindségi kovetelményeknek nem felelnek
meg, ki kell zarni a lehetséges megvaldsitandd alternativ tevékenységek listajabol. A
kivalasztas soran a célnak leginkabb megfeleld alternativ megoldassal Ujraiitemezziik a

tevékenységeket, illetve 1jbol megkeressiik az optimalis megoldést. Az alternativ megoldasok
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

keresése egy tobb célfiiggvényre meghatarozott kivalasztdsi probléma. Optimalis megoldast

Branch & Bound moédszerrel vagy dinamikus programozas segitségével kereshetiink.

2.5.1.1 Alternativ megoldasok keresése

A moddszer kiindulopontja egy koltség-optimalis megengedett, vagy adott célfiiggvényre
nézve optimalis erdforras-allokaci6. Ilyen megoldast ugy kereshetiink, hogy eldszor
meghatarozunk egy 0sszkoltség-minimalis iitemtervet. Ha talalhaté erre az iitemtervre nézve
nemkritikus megengedett megoldas, vagyis talalhaté olyan megengedett megoldas, amely az
er6forraskorlatot nem tallépve a kritikus 0t hosszat sem valtatja meg, akkor a 2. fejezetben
meghatarozott célfliggvénynek megfeleléen kell alternativ tevékenységeket keresniink ugy,
hogy az alternativ tevékenységek alkalmazdsa utan létezzen nemkritikus megoldas. Ha
nemkritikus megoldas létezik, akkor létezik optimalis erdforras-allokéacio is, és ez véges
1épésben megtalalhato.

A mobdszer menetét az aldbbi (2.5.1.1-1) folyamatabra szemlélteti. A feladat
megoldasahoz tehat eldszor {litemezniink kell. Ehhez sziikségesek a tevékenységek
id6tartamainak €s rakovetkezési relacidinak ismerete. Az litemezést barmely gyakorlatban
hasznalt modszerrel (CPM, MPM, PERT stb.) elvégezhetjiik. Ezutan meg kell hatarozni egy
0sszkoltség-minimalis megoldast. Ezt barmely, gyakorlatban hasznalt koltségoptimalo
modszerrel (CPM/COST, MPM/COST, PERT/COST stb.) elvégezhetjiik. A modszer
hasznalatahoz sziikség van a koltségigények, valamint a koltségkorlatok és iddtartam-
koltségigény fiiggvények ismeretére. Az iddtartam-koltségigény fliggvényeket vagy
megbecsiiljiik, vagy — példaul kissorozatgyartas esetén — statisztikai moddszerekkel adott
valoszinliséggel meghatarozzuk. (Kissorozatgyartds esetén a koltség-idé fiiggvények
statisztikai becslését részletesen a 2.8.3-as fejezetben targyalom). A koltségfiiggvények
meghatarozasa/becslése utan meg kell vizsgalni, hogy van-e nemkritikus megengedett
megoldds. Az el6z0 bekezdésben targyaltak szerint ha 1étezik ilyen, akkor az adott
célfiiggvényre nézve optimalis erdforras-allokacid véges 1épésben meghatirozhat6. Ha
viszont nincs ilyen, akkor itt is alternativ megoldast kell keresni, de ekkor az el6z6 fejezetben
vazolt célfiiggvény 2. és 3. prioritasi pontjai felcserélodnek.

Tovébbra is az a cél, hogy az adott tevékenységeket a lehetd legjobb mindségben
végezziik el, de ahhoz, hogy taldlhassunk nemkritikus megoldast, olyan tevékenységet kell

alternativ médon megvalositanunk, amelynek eréforrasigénye és/vagy iddtartama kisebb.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Ha nem talalhatd tobb alternativ megoldas, akkor a CPM/COST-, MPM/COST-,

PERT/COST-mddszer megoldasi listdjabol vélasszuk ki a minimalis 0sszkdltségigényli

programhoz legkdzelebb esé megoldast, és a vizsgalatot végezziik el Gjbol.

IS ‘
v /
=
CIC_
D

2.5.1.1-1 abra: alternativ megoldasok keresése

2.5.2 Példa

Legyen adott a kovetkezd tevékenységekkel egy projekt. A tevékenységeket az alabbi tablazat

tartalmazza.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Tevékenység [ Normal | Roham- | Normal | Egységnyi | Normal | Egységnyi
1d6 1d6 koltség | koltség- | eréforras- | eréforras-
(i) (Cpij) |ndvekedés |igény igény
’] 7]
(eFt) | (ACy) (Ryij) (f6) | novekedése
(t:i,) (eFt) (AR;)) (f6)
(1,2) 8 6| 4500 100 31 05
(1,3) 51 12000 200 2 1
(1,4) 10 71 10500 150 2 1
(2,4) 6 41 7500 300 41 1
(2,5) 3 31 3500 - 21 -
(3.4) 7 6| 1500 500 31 1
(4.,5) 5 4 2500 650 Il 1
Osszesités 42000 - -l-

2.5.2-1 tablazat: tevékenységek id6tartamait, koltég- és eréforrasadatait tartalmazo tablazat

el ST ARE=RN]

2.5.2-1 abra: normal idétartamokra vonatkozo CPM-halé

Tegylik fel, hogy a fixkoltség 20000 eFt 19 hétre. Ha az atfutasi id6 csokken, az
hetenként 1000 eFt megtakaritast eredményez. Ekkor a minimalis 0sszkoltségli program a
minimalis atfutdsi idejli program lesz, a program teljes koltsége pedig 43850 eFt (Osszes
valtozo koltség + 20000 eFt (6sszes fixkoltség) - 4 x 1000 eFt megtakaritas, amiért hamarabb
tudtuk a projektet befejezni. Tehat az dsszes koltség = 43850+20000-4000 = 59850 eFt. A

lehetséges megoldasokat szemlélteti az alabbi tablazat.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Lépé- | Csokken- |Csok- |[Osszes | Egységnyi Osszes | Teljes
sek |tetttevé- [kentés |[valtozo |koltség- valtozo- | pro-
szama | kenységek koltség | ndvekedés koltség- | jektidd
(eFt) | (eFt) ndvekedés | (het)
0 - -1 42000 - - 19
1 (1,2) 1] 42100 100 100 18
12+(13) 1] 42400 100+200=300 300] 17
2
3 4,5) 1] 43050 650 650 16
42 G4) 1] 43850 500+300=800 800| 15

2.5.2-2 tablazat: kéltségesokkentés 1épései CPM/COST-médszerrel

Vizsgaljuk meg azt az esetet, amikor az eréforraskorlat 10 f6. A rendelkezésre allo
koltségkeretiink 61000 eFt. A masodik esetben az eréforraskorlat 11 f6. A rendelkezésre 4llo
koltségkeret 59000 eFt.

Az alabbi tablazat azokat a tevékenységeket tartalmazza, amelyeknek van alternativ

megoldasuk.

(1,2) (3,4) (4,5)
q |vcl/Ave r/Ar |q vc/Ave r/Ar | g Vc/Ave | r/Ar
100 | 4500/100 | 3/0,5| 100 | 1500/500 | 3/1 | 100 | 2500/650 | 1/1
90 [4000/90 |2/0,5]90 |2000/90 |2/1 |96 |2000/600]1/1,5

2.5.2-3 tablazat: min6éség- és koltségadatok

¢q jeloli a mindségi tényezdt. A modszer alkalmazasahoz nem kell feltétleniil ezeket a
mindségi tényezOket szamokkal ellatni. Elegendd az alternativ megolddsokat mindségi
szempontbol sorrendbe rakni. Ha azonban az alternativ megoldasokhoz valamilyen elv szerint
szamszerld mindségi tényezdt rendeliink, akkor a célfiiggvényt konnyebben meghatarozhatjuk.

Ha bizonyos tevékenységek megvaldsitasanak mindségére kiilondsen oda kell
figyelniink, akkor célszerli a kivalasztashoz hasznalt célfiiggvényiinket ugy megvalasztani,
hogy e fontos tevékenységek mindségi faktorait stilyozzuk.

Tekintsiik a tovabbiakban azt az esetet, amikor az er6forraskorlat 10 6. A
rendelkezésre allo koltségkeretiink 61000 eFt. Az erdforrds-terhelési diagram 15 hétre a

kovetkezOképpen néz ki:
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2. Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

__ Erfforras korlat
o G w— ritikous O

1234567 88 101112131415 16 171518 20 |
2.5.2-2 abra: projekt legrovidebb atfutasi idejéhez tartozo terhelési diagram (itt nincs nemkritikus

megoldas)

Lathato a terhelési diagramon, hogy nincs nemkritikus megoldds. Ahhoz, hogy az
er6forraskorlatot ne 1épjiik tal, a CPM/COST megoldasaibol valasszuk ki a 3. termelési

programot.

154
144 Terhelési diagram
13
124
o 25 Eriforrss korlst
B I I HEERA
B —Kritikus it ' '
16

123 4 5 67 892 1010121314153 16171619 20

2.5.2-3 abra: hosszabb atfutasi idohoz tartozo terhelési diagram
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2. Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

15 154
14 144
‘:: | Megengedett megoldas :g | Optimalis megoldas

11 = 119
| ErGfoms kedét wlo

@ B
!

= kR W B G B W
N - -]

t

123 4 5 BT 832 1011121314 15 16 171819 20

123 4 5 67 89 1011 1213 14 15 16 171819 20

2.5.2-4 abra: nemKkiritikus megengedett és optimalis eréforras-allokacio

Az optimdlis er6forras-allokacié meghatarozasanal a cél a lehetd legkorabbi kezdés
volt. Ekkor nem kellett mindségi kompromisszumokat tenniink. Az dsszes koltség 43050 eFt
(6sszes valtozo koltség) + 20000 eFt (6sszes fixkoltség) — 3000 eFt (a rovidebb atfutasi idobol
adodo fixkoltség-megtakaritas) = 60050 eFt < 61000 eFt (koltségkeret).

A masodik esetben sajnos mar kénytelenek vagyunk a tevékenység(ek)et mindségileg

kevésbé magas szinvonalon végrehajtani ahhoz, hogy a tervezett koltségkeretet ne 1¢épjiik tal.

12 25)
ihl = - .
1 A Erdforraskorlat
[ = ritikus Ut g
0 : n'\g\\% 5 - na
1" :
i e arzils 7
10 4 = [
4 < G 3
W &

i B
mmsﬁtonlévatevékenység D .......... II

L. T T T T 1 T T T T T T T T T T T
erdforrasigénye 1234 5 BT OG9 10111213 141516 171519 20

2.5.2-5 abra: Projekt legrovidebb atfutasi idejéhez tartozo terhelési diagram

Itt talalhato nemkritikus megengedett megoldas és ebbdl optimalis megoldas is.
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12

11
10 - (2| Erdforrdskorlst
& — it iSOt

a - '\.3'11\%—\ 2 -
1 za] e 15 T

10 4 = 5

1 z, 6 3 5
= &5

14
kritikus dton 16wl tevékenység g L |

L. T 1 1 1 T 1 T 1 T T T
erdforrdsigénye 1 234 5 67 &9 10111213 14 15 16 17

2.5.2-6 abra: optimalis eréforras-allokacié

Az Osszes koltség az elézdekben kiszamolt 59850 eFt, ami nagyobb, mint az 59000
eFt-os koltségkeret. Ha a (3,4)-es tevékenységet egy alternativ tevékenységgel helyettesitjiik,
akkor az er6forrasigény €s az idétartam nem valtozik, de a koltség csokken 900 eFt-tal. Ekkor
az Osszes koltség 58850 eFt lesz, ami mar kisebb, mint a rendelkezésre allo koltségkeret.

Minél nagyobb a verseny egy projekt megvaldsitasaért, annal nagyobb az esélye, hogy
olyan alacsony aron kell megvaldsitani a projektet, hogy az mar a koltségeinket sem fedezi.
Sokszor a cégek nincsenek tisztdban, hogy az adott projektet mennyi pénzbdl lehet
megvalositani, és igy sokszor kevesebb pénzért elvallaljak a beruhdzas megvalositasat, és
csak késobb jonnek ra, hogy a koltségeik sokkal magasabbak lesznek, mint arra elézdleg
szamitottak.

Ha a szerzddés szerinti juttatdsok nem fedezik a koltségeket, akkor vagy elallunk az
tizlettél, vagy elvallaljuk még akkor is, ha tudjuk, hogy csak veszteséggel tudjuk
megvaldsitani a projektet, vagy megprobaljuk a tevékenységeket alternativ megoldasokkal
kivéltani. Ilyenkor viszont figyelembe kell venni, hogy a leheté legmagasabb mindségi

szinvonalon valositsuk meg az egyes tevékenységeket.

2.6 Tobbféle er6forras egyidejii kezelése, parhuzamos projektek kozotti

eroforras-elosztas

Nagyobb projektek esetén nem csak egy erdforrast kell figyelembe venniink, hanem &ltaldban
tobbet (munkaerd, anyagfelhasznalds, berendezések stb.) Ezeket egylittesen kell kezelni.
Raadasul altaldban parhuzamosan tobb projekt is miikddhet, amelyek kozott optimalisan el
kell osztani az erdéforrasokat. [220-221, 223, 226] Modszereket ilyen tipusu problémakra

korabban is publikaltak, azonban ezek mindegyike az irodalmi attekintésben bemutatottak
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szerint nem megengedett megoldasokbol indultak. Es rendelkeztek azzal az 6sszes hatrannyal
(szamitasi 1d6, specidlis alkalmazasi teriilet stb.), amit mar az els6 fejezetben emlitettem. [74,
97, 314, 319, 367]

Amennyiben a tevékenységek tobbfajta erdforrasigényét optimalni kivanjuk, ugy
ezekre az erdforrasokra is fel kell rajzolni a terhelési diagramot. Megengedett megoldast a
soros vagy a parhuzamos allokdcioval kereshetiink. Az optimalasnal figyelniink kell arra,
hogy a terhelési diagramokon az egyes tevékenységek szinkronban kezdddjenek, illetve
fejezddjenek be. Hidba lehetne az egyik terhelési diagramon az adott tevékenységet korabbi
idépontra belitemezni, ha a masik terhelési diagramon erre nincs lehetdség.

Parhuzamos projektek esetén, amennyiben az azonos tipusu erdforrasok (pl.
munkaerd) atcsoportosithatok a projektek kozott, akkor ezeket a projekteket dsszevonhatjuk
egy haloba, itt optimalva biztosan globalisan is optimalis megoldast kapunk. Az optimalas és
a szétbontas utan leolvashatok a diagramrodl a megvaltozott eréforraskorlatok is.

Ha a projektek kozott nem valdsithatdé meg az eréforrds atcsoportositasa (pl. nem
azonos tipusuak az erdforrasok), akkor két fiiggetlen projektként kezelve kiilon-kiilon kell

optimalnunk. [220-221, 223, 226]

2.6.1 Parhuzamos projektek kozotti er6forras-elosztas (ERALL-OPT/PP, OPT-
RALL/PP)

Egy véllalatndl parhuzamosan tobb beruhdzési projekt is folyhat. Amennyiben azonos
eréforrasokat igényelnek, akkor elképzelhetd, hogy érdemes bizonyos -eréforrasokat
atcsoportositani az egyik projektbdl a masikba a hatékonyabb er6forras-kihasznalas

érdekében. Erdforrasokat a két projekt kozott csak akkor lehet atcsoportositani, ha:

1. azonos eroforrasokat hasznalnak,
2. az er6forras atcsoportositasa lehetséges (nincs térbeli, foldrajzi, technoldgiai, egyéb
akadalya) és

3. az er6forras-atcsoportositast a vallalat engedélyezi.

Amennyiben a fenti feltételek teljesiilnek, akkor a halok, és a terhelési diagramok
Osszevonhatok egy héldba, illetve egy diagramba. Az 6sszevont halon, illetve diagramon sem
kaphatunk a felhaszndlt tartalékidokre jobb megoldast, mint a legkorabbi idére beilitemezett,

maximalisan parhuzamositott megoldas, hiszen a rakovetkezési relacidkat itt is be kell tartani.
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Mégis altalaban jobb, hatékonyabb megoldast kapunk, mintha két fliggetlen parhuzamosan

miikodo projektet kiilon-kiilon optimalnénk.

Amennyiben a fenti feltételek barmelyike nem teljesiil, akkor csak kiilon-kiilon
optimalhatjuk a projekteket.

A  modszernek magyarul ERALL-OPT/PP  (optimalis erdforras-allokacio
parhuzamosan miikodé projektek esetén), angolul OPT-RALL/PP (Optimized Resource

Allocation with Parallel Projects) nevet adtam.

Allitas: A moédositott ERALL-OPT/PP megadja az optimalis megoldast véges
1épésben.

Bizonyitas: Amennyiben két projekt kozott nem valdsithatd meg eréforrads-megosztas,
akkor fiiggetlen projektként kell kezelniink. A két projektre kiilon-kiilon kell
elvégezni az optimalizalast, valamely fent emlitett optimalo eljarasunkkal. Ha
a projektek kozott az eréforrasok megoszthatok, akkor egy 1) halo rajzolhato,
ahol az erdforrasok Osszeadhatok. Az Osszetett projektben kell eldszor egy
megengedett megoldast keresni. Amennyiben 1étezik megengedett megoldas,
akkor valamely optimald megoldassal hatarozzuk meg az optimalis megoldast.
A szétvalasztds utdn fennmaradé kihaszndlatlan erdéforrasok elosztidsa az
optimumot nem befolyasolja.

A fennmarad6 erdforrast tobbféleképpen is eloszthatjuk. Amennyiben példaul az
er6forras a munkaerd, ugy csak annyi munkast kell foglalkoztatni az adott idében a projekten,
amennyit a projekt eréforrasigénye megkivan. Ha az er6forras nem a munkaerd, hanem pl.
valamilyen anyag, berendezés, akkor a ki nem hasznalt eréforrast az alabbiak figyelembe
vételével oszthatjuk el:

1. Ha a legfontosabb szempont, hogy a termelési program akkor se valtozzon, ha
valamilyen tobblet-er6forrasigény 1ép fel, akkor célszeri a fennmaradd
er6forrasokat  vagy egyenlden, vagy valamilyen sulytényezd
figyelembevételével ahhoz a termelési programhoz rendelni, ahol az
er6forrasokra inkabb sziikség lehet.

2. Az ¢el6zd esetben elofordulhat, hogy sokszor kell egyik projektbdl a masikba
széllitani olyan anyagokat, amelyeket lehet, hogy fel sem hasznalunk. Ha az a
szempont, hogy a projektek kozotti anyagszallitds minimalis legyen, akkor a

kovetkezOképpen jarunk el. Kihasznaljuk, hogy a projektekhez sziikséges
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2. Az optimalis er6forras-allokacio keresésének modszertani bemutatasa

Osszes erdforrds elegendd az Osszes projekt szamara, igy azt kell
meghataroznunk, hogy hogyan lehet kielégiteni az Osszes erdforrasigényt

minimalis anyagmozgassal.

2.6.1.1 Példa

Az els6 projekt:
Tevékenység jele |Erdforras-szitkséglet | Lefutasi 1d6

(1.2) 8 4 X
(1.3 5 7 16 Terhelési diagram
24) 4 9 :
(3.5 3 8
3.6) 8 13
(4,6) 4 5
(3,6) 0 0
(5,7) 5 6
(6.8) 6 20
(6,9) 7 19
(7,8) 2 7
89 7 6 .

0 3 10 15 20 25 il 3 40 4545

[ kiitkus Gon 1éwE tevekenység [ altemativ dton 1év tevékenység

m-
mm Kritikus ut 194
139
11: Egy megengedett megoldas
2)
9
/—\/ :
0
i1
7 [
-
7 {0 /;-?_/ W Tevékenység Sthutdsi ideje
15/{ ° B | eghkorabhi kezdésiidd
3 L E . B | egkézibbi kezdés idd
=12 Z
3 ' :
Adtfutasi idi = 46 1 i 10 & 20 il ] 33 40 4346

[ & megengedett megoldas érdékéhen o I kritkus dton I8vE tevékenysén

em mozgatclt tavékenység [ altemativ Gtan lévE tevékenység

2.6.1.1-15 abra: elso projekt
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A masodik projekt:

Tevéke(nys;ég jele Erﬁforrzis-jszﬂkséglet Lefutasi ido o Techelési diagram
1,2 10 g
(L13) ]
2.3)
24
2.,5)
(3.6)
(4.5)
(4.6)
(5.6)

| pd| B ov|w|n &2
e IR RN I o] E [ S ] )

[ kritikus Gton 1w tevékenpség
[ albernativ Gtar léE tevékenpadg

M Tevekenyseg atfutasi ideje L34 .
W Legkorébbi kezdési id5 ] Egy megengedett megoldas
B | cgkéstbbi kezdési idd
m Kritkus ut

L
—
=

15 20 25 e

[ amegengedett megoldas érdékében el
herm mozgatatt tevékenység

[ kritikus (ton lévid tevékenpség

fl [ alternativ dton I8 tevékenpedg

2.6.1.1-16 abra: masodik projekt

Az els6 esetben a projektek kozott az er6forrasok nem csoportosithatok at. Ekkor csak
kiilon-kiilon optimalhatjuk a projekteket.

Az optimalis megoldasok ebben az esetben konnyen szamithatok. Az optimalis
megoldas bemutatdsa el6tt azonban nézzik meg azt az esetet, amikor a projektek
parhuzamosan is végezhet6k. A masodik projektet az elsé elkezdése utan 14 nappal kell
elkezdeni. Az els6 projektben 1évo (7,8)-as tevékenységet elkezdése utan a harmadik napon
meg lehet szakitani, de 9 nap elteltével folytatni kell a tevékenységet. (Az elsé projektben lévo
tevékenységeket kerek zarojellel, mig a masodik projektben lévi tevékenységeket szogletes

zardjelben jelolom.)
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Terhelési diagram

3 10 15 20 25 il 35 40 4545
[ kritikus Gton v tevekenység

[ altemativ dtan |vE tevékenpség

Egy megengedett megoldas

(35

24

0 5 10 15 a0 i) 35 4548

| :erﬁz:g':f;itgjésggni éé'gdékébeﬂ el [ kiikus Oton Iévi tevekenpség

I Jitszat ertiforrasok

25

[ altemativ dton [&vE tevekenység

Terhelési diagram

3 10 15 0B el 350 4548
I 1atszat erifforrasok.

[ kitikuss Gton léwid tevekenyseg

[ alternativ dton [évE tevékenpség

Optimalis megoldas

(7.8

0 3 10 15 a0 25 el 35 40 4548

[] @ megengedett megoldés érdékében el I itikus dton 1 tevékenység
nem mozoatott levekenység

[ 14tszat ertfondsok [T alternativ vitan lévE tevékenyséa

2.6.1.1-17 abra: projektek kozotti er6forras-megosztas

Ezek utan hasonlitsuk 6ssze az optimalis megoldasokat:

Fiaggetlen, parhuzamosan miikadid projektek

174 Optimalis megoldas

15 0 25 il 35 40

[1 amegengedett megoldas érdékében el [ kiitikus dton 16w tewekenpség

nem mazgatolt tevékenység [0 altermativ dtan lévis tevékenység

Parhuzamosan miikadd projektek
Optimalis megoldas

18 x 2 0 35 40
[ amegengedett megoldas érdékében el I kiitikus iitan 1&vE tevékenység
nem mozgatol tevikenység

[ alternativ iton l&vi tevekenység

2.6.1.1-18 4bra: optimalis megoldasok: megoszthatésag, illetve meg nem oszthatosag esetén
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Az elsé oszlopban lathatd az az eset, amikor a projektek kozotti er6forras-megosztas

nem lehetséges. A masodik oszlopban a parhuzamosan miikodd projektek kozott az
eréforrasok megoszthatok. Lathatd, hogy a legkordbbi belitemezéshez képest alig valtozott a
tevékenységek beilitemezése. Amennyiben lehetdséglink van a projektek kozotti erdforras-
megosztasra, akkor elmondhat6, hogy altalaban igaz az, hogy a tevékenységeket hamarabb be
tudjuk fejezni, mint ha az er6forrdsokat nem oszthatndnk meg a projektek kozott.

A masik fontos szempont, hogy mig az elsd esetben, fiiggetlen projekteknél a feladat
(optimalas) bonyolultsaga a két részfeladat bonyolultsdganak dsszege, addig jol lathatd, hogy
amennyiben megengedjiilk a projektek kozotti eréforrdsok megoszthatosagat, a feladat
bonyolultsdga altalaban kisebb, de legfeljebb egyenld a két részfeladat bonyolultsdganak
Osszegével. El6fordulhat az az eset is (pl. a fenti példa), hogy a feladat egyszeriisodik, tehat
joval kevesebb 1épés alatt juthatunk el az optimalis megoldasig.

A fennmaradé eréforrasokat tetszés szerint eloszthatjuk a parhuzamosan muikodo
projektek kozott. Valaszthatjuk pl. azt a megoldast, hogy viszonylag egyenlden osszuk el a
projektek kozott a fel nem hasznalt er6forrasokat, igy azonnal megkapjuk az eréforraskorlatot
is. Ez azért célszerli, mert igy kisebb valtozas esetén még részleges (on-line) Gjralitemezésre
sincs sziikség.

A fennmaradd er6forrasok kezelésénél elészor meghatarozzuk az Osszevont
er6forrasterhelési diagram lokalis maximumait. Ezutan meghatdrozzuk az egyedi projektek
terhelési diagramjainak maximumait. Ezekhez a lokdlis maximumokhoz szintvonalakat
hizunk. Olyan szintvonalat kell meghataroznunk, amely a lehetd legkevesebb lokalis
maximumot metsz ki a terhelési diagramon. Mivel az 6sszes eréforraskorlat rogzitett, ugy kell
a szintvonalakat meghatdrozni a terhelési diagramokon, hogy a lehetd legkevesebb helyen
1épje til az erdforrasigény a szintvonalak altal meghatarozott eréforraskorlatot. Ahol tallépi,
ott szintvonalat kell 1épni, de ugy kell ezeket a szintvonalakat 0sszekotni, hogy a lehetd
legkevesebb torés legyen az eréforraskorlatban. Az algoritmus egy megoldasat lathatjuk a

7.1.1-5 abran.
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; Parhuzamosan miikadi projektek ¥ Pﬁrhuzamngnn miikadd projektek
Optimiliy megaliis 1% Dptimalis megoldas
i :
) | | 1) hef8 | | 1) peg ‘. 5, i
G6) : a8
(3 () G (4 &9

] e 9 3 |6

¥ I o 03 I
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2.6.1.1-5 abra: maradék eréforrasok optimalis eroforras-elosztasa

2.6.2 Tobbfajta eréforras egyideji kezelése (ERALL-OPT/TE, OPT-RALL/MR)

A gyakorlati életben a legtobb projekt megvalositisa komplex feladat, igy természetes
igényként jelentkezhet az az eset, hogy egy tevékenységet tobb erdforras felhasznalasaval
valositunk meg.

Egy létesitményprojekt esetén példaul a legtobb esetben egy tevékenységhez tobb
er6forrast is figyelembe kell venni. (Pl. munkaerd, berendezések egylittes kezelése stb.).
Meghatarozhatd valamennyi erdforras-felhasznalasra egy-egy korlat. Ekkor fel kell
rajzolnunk valamennyi eréforrasfajtara egy-egy terhelési diagramot. Ezeket csak egylittesen
optimalhatjuk, hiszen az itt megkapott iitemterveknek meg kell egyezniiik. A tevékenységeket
mindegyik diagramrdl leolvasva ugyanakkor kell kezdeni, befejezni, megszakitani illetve
tovabb folytatni.

Mig az eldz6 eset nem feltétlentil jart a probléma bonyolddaséval, az optimalashoz
sziikséges 1épések novekedésével, ebben az esetben egy bonyolultabb feladatot kell
megoldanunk. [220-221, 223, 226]

A moédszernek magyarul ERALL-OPT/TE (optimalis erdéforras-allokacié tobb
eroforras egyidejii kezelése esetén), angolul OPT-RALL/MR (Optimized Resource

Allocation with Multiple Resources) nevet adtam.
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Allitas: A modositott ERALL-OPT/TE megadja az optimalis megoldast véges

1épésben.

Bizonyitas: Tegylik fel, hogy létezik megengedett megoldds. Az optimalis megoldas
keresésénél figyelembe kell venni, hogy csak olyan iitemtervet fogadhatunk el,
amely mindkét korlatozasi feltételt kielégiti. Valamennyi eréforrdsfajtara meg
kell hatarozni a terhelési diagramot. A rdkovetkezési relaciok itt is ugyaniagy
érvényesek. A toréspontok halmazainak kiszdmitdsanal valamennyi diagramot
figyelembe kell venni, igy a toréspontok halmaza ezek unidja lesz. Ekkor
hasznalhatjuk valamely optimalo eljarast, iigyelve arra, hogy valamennyi

korlatozast betartsuk.

2.6.2.1 Példa

Tevékenység jele | Eroforras-szikséglet (1)| Erofarras-szikséglet (2)| Lefutasi id6
(1,2) 5 6 10 K
(1,3) 2 5 9 ) Terhelési diagram (1)
23 4 4 2 1 —
( . ) = ———— e
24 3 4 7 1 5]
(2.3) 3 5 2 o] (? (36)
(3,6) 6 5 4 : 13 3
(4.5) 4 4 3 ] - (4.6)
(4,6) 2 4 5 )] 24) |4 58
(5.6) 5 5 7 1] 5)
Trr e e e
15
 Tevékenység Atfutdsi idsje i
. Legkorabbi kezdési id6 I
B | egk2sthbi kezdgsi idd 1
= Kritikus ut ;'
o0y
7 ;
27 .4 1.2)
1
aaaen .

[0 kritikus dtan & tevékenység
[ altemativ viton 1évi tevékenység

2.6.2.1-1 abra: tobbfajta eréforras egyidejii kezelése

A megengedett, illetve az optimalis megoldas keresésénél a tevékenységeket egytitt
kell mozgatni. Csak olyan iitemterv fogadhaté el, ami mind a kettd feltételrendszernek

megfelel.
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I 14tszat eridforrésok, [ alternativ dtan [&vE tevékenység
2.6.2.1-2 abra: optimalis megoldas tobbfajta eréforras egyidejii kezelése esetén
2.7 Eréforrascsoport — csoportos eréforras-tervezés

A vallalati vezetés egyfajta Ujszerii szervezeti torekvése a csoportos munkavégzés. Oridsi
jelentésége van a komplex problémamegoldasban, a dontéselokészitésben és a projektek
kivitelezésében is. Egy projekt kivitelezésénél bevett gyakorlat példaul, hogy bizonyos
munkakat egy-egy csoport végez. Sokszor eléfordul az is, hogy bizonyos tevékenységeket
alvallalkozoknak adnak ki. A févallalkoz6 sok esetben csak e munkak koordindlaséval
foglalkozik.

A projektmenedzsmentben hasznalt erdforras-tervezési modszerek legnagyobb
hidnyossdga, hogy ezeket az eseteket nagyon nehezen kezelik. A leirt mddszer segitséget
nyujt, hogy a fenti — gyakorlatban eléforduld — problémékat kezelni tudjuk. Arra a kérdésre
keressiik a valaszt, hogy ha egy-egy munkat egy alvallalkozé vagy egy csoport végez, akkor
hogyan kell az adott munkat elosztani a csoporton beliil ahhoz, hogy azt a lehetd legrovidebb

1d6 alatt az eréforraskeretét nem tullépve koltség-hatékonyan végezze el.
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2.7.1 Eroforrascsoportok

A mai projektmenedzsment-szoftverek (MS-Project, Primavera, CA-SuperProject stb.)
hatékonyan kezelnek un. erdforrdscsoportokat (resource group). Ennek lényege, hogy az
azonos tipusu er6forrdsokat (pl. munkaerd, ezen beliil: segédmunka, szakmunka stb.) egy
csoportba szervezhetjilk. Ezen erdéforrdsok bizonyos tulajdonsagai megegyeznek (pl.
munkaidd, koltségfelmeriilés stb.). Fontos kérdés lehet azonban még, hogy az egyes
er6forrastipusok mennyire helyettesithetdk egymassal. Ez a probléma azonban a mai
projektmenedzsment szoftvereken — mint ahogy késobb latni fogjuk — tilmutat.

Felmeriilhet a kérdés, hogy erre a plusz informacidra egyaltalan miért lehet sziikség?
Ha feltessziik, hogy egy-egy tevékenységet egy-egy csoport végez, akkor feltehetjiik azt is,
hogy a csoport tagjainak kozel azonos tipusi munkét kell elvégezniiik, tehat az altaluk
elvégzett munkak (tobbnyire) azonos tipusu erdforrasokat igényelnek. Tovabba feltessziik,
hogy a csoport érdeke, hogy a rendelkezésére allo erdforrasaival gazdalkodva a lehetd
legrovidebb 1d6 alatt €s a lehetd legkisebb koltséggel végezze el a rabizott tevékenységeket.
Ha megengediink az azonos jellegli er6forrasok kozott bizonyos ,.konverziot”, akkor akar egy
hatékonyabb erdforras-terheléshez, kisebb iddtartamokhoz, vagy kevesebb koltséggel jard
titemtervhez juthatunk.

Mit értiink az azonos jellegli erdforrasok ,.konverziojan”? Egy erdforrasigény —
bizonyos megszoritdsokkal — kivalthatd egy madsik (hasonld jellegii) erdforrassal.
Gyakorlatban is eléfordul, hogy egy segédmunkat egy szakmunkés végez. (Sajnos ennek
forditottja is el6fordul.) Ennek kovetkezménye sokszor a munka nem megfelelé mindsége,
koltséghatékonysaga stb.

Eldszor a modell szempontjabol két szélsdséges esetet tekintiink. Az egyik eset,
amikor két erdéforrds egyaltaldn nem helyettesithetd egymadssal. Ebben az esetben a tobb
eréforrds egyidejii kezelésére hasznalhatd technikakat (Multi Resource Management)
alkalmazhatjuk. Ebben az esetben er6forras-tipusonként fel kell rajzolni egy-egy terhelési
diagramot. Az optimalizdlas sordn a tevékenységek kezdési ¢és befejezési idejét
szinkronizalnunk kell az eréforras-terhelési diagramoknak megfelelden.

A masik — modell szempontjabol — szélsdséges eset, amikor két eréforras tokéletesen
helyettesithetd egymassal (pl. azonos tipustt munkék kiilonb6zo épiiletrészen). Ekkor a feladat
a parhuzamosan miikodd projektek kozotti eréforras-megosztasra vezethetd vissza. Ekkor az

eréforrasokat egy kozos terhelési diagramba rajzolhatjuk fel. A gyakorlatban el6fordulhat
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azonban olyan eset is, amikor két eréforrasigény egymassal — bizonyos megszoritasokkal —

helyettesithetd. Ennek kezelésével foglalkozunk a kdvetkezo fejezetekben.
2.7.2 Csoportos eroforras-tervezés

Egy szervezetben vagy egy csoportban egy-egy ember altalaban tobbféle munkahoz is érthet
kiilonbozé mértékben. Kérdés lehet, hogy kit mire alkalmazzunk, ha a fenti célt tartjuk szem
elott. Egyénekkel, vagy csoportokkal dolgozzunk? Ha csoportokat foglalkoztatunk, akkor
hogyan valogassuk 6ssze a csoportot? Erre milyen informatikai tdmogatottsagot vehetiink
igénybe?

El6észor arra a kérdésre valaszoljunk, hogy egyénekkel vagy csoportokkal
dolgozzunk? Melyik hatékonyabb? Amint azt késObb latni fogjuk, ezt altaldban a feladat
jellege — ezen beliil is az eréforrasigények — hatarozzak meg.

Ha az er6forrasok egymast egyaltalan nem helyettesithetik, akkor erdforras-
kihaszndlds szempontjabol az egyéni, vagy csoportos hozzarendelés barmelyike jo
megoldasnak bizonyulhat. Ebben az esetben egy tevékenység erdforrasigénye (pl. 8 CNC-
hegesztémunkés) mas erdforrdssal nem helyettesithetd. A modell szempontjabol 1ényegtelen,
hogy 8 CNC-hegesztd végzi-e el a munkat vagy egy 8 tagi CNC-hegeszt§ csapat. (A
csoportban 1év0 esetleges szinergiahatdsokkal most nem foglalkozunk).

Amennyiben az eréforrasok tokéletesen helyettesithetok egymassal, abban az esetben
a csoport foglalkoztatdsa mar altaldban célravezetobb, mint egyes egyének alkalmazisa. A
feladat ebben az esetben a parhuzamosan futd projektek kozotti erdforras-megosztasra
vezethetd vissza. Ha egyénekkel dolgozunk, és az erdforrasok nem megoszthatok, akkor
parhuzamosan futéd fiiggetlen projektekhez analog feladatot kapunk. Amennyiben az azonos
tipust tevékenységeket egy csoport végez, tigy az eréforrasigények dsszevonhatok. A csoport
tagjai kozott eloszthatja a kiillonbozd tevékenységeket, illetve az ehhez sziikséges
er6forrasigényeket.

A fenti meggondolasok alapjan csoportot célszerli alkalmazni abban az esetben is, ha
az erdforrasok bizonyos mértékig helyettesithetok egymadssal. A modell részletezését a
kovetkezo fejezet targyalja.

A kovetkezOkben azt szeretnénk megvizsgalni, hogy — a feladat szempontjabol —
hogyan érdemes Osszevalogatni a csoport tagjait. A csoport tagjainak megvalasztasanal a

kovetkezd szempontokat kell figyelembe venni.
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2.
l.
2.
2.7.3

Lehetoleg hasonld kompetenciakkal rendelkezd csoporttagokat célszerti egy csoportba
Osszevalogatni. Erre a csoportra olyan tevékenységeket célszerli rabizni, amelyek
azonos tipustak, részben vagy teljesen helyettesithetok egymdssal. Ha a csoportban
hasonlé kompetenciaji egyének dolgoznak, akkor kozottiik a munkamegosztas, illetve
ezaltal hatékony eréforrds-kihasznalas valosithatdo meg.

Mivel a modellbdl is kitlinik, hogy a csoport mérete csak addig bdvithetd, ameddig
talalhato olyan er6forrds, ami egymadssal tokéletesen vagy részben helyettesithetd, a
csoport méretére fokozottan figyelnlink kell. A csoport méretének még egyéb
szempontok is gatat szabnak. A tul nagy csoport nehezen kezelhetévé valhat. A
csoportra hatékony er6forras-megosztasara felirandd probléma tulsdgosan bonyolultta

valhat.

Kompetencia alapu kivalasztas informatikai tamogatasa

A kompetencia alapu kivalasztast néhany informacios rendszer mar ma is tdimogathatja. Ezek

a rendszerek un. tudastérképet hasznalnak, melyben az alkalmazottak tudasat, kompetenciajat

térképezik fel. Az informécids rendszerek tervezése soran olyan metodikék is léteznek,

melyek az ilyen tudastérképeket tdmogatjak. Ilyenre egy példa az ARIS-rendszer. A metodika

a kompetencidkhoz mértéket is rendel. Ezaltal nyilvantarthatjuk, hogy ki milyen teriileten a

leghatékonyabb. Ezt az ARIS-metodikaban lefedettségi foknak nevezziik.

Projekt-
menedzsmen

unkatars
iranyitasi
. ismerete

Meyer ur

2.7.3-1 abra: tudastérkép az ARIS-metodikaban
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A modell soran feltessziik, hogy akinek az adott teriileten nagyobb a lefedettségi foka,

nagyobb hatékonysaggal is végzi el a kompetencigjaba tartoz6 munkakat. Ebbdl egyenesen
kovetkezik, hogy az adott tevékenységekre a legnagyobb lefedettségi fokkal rendelkezd
egyéneket valasszuk ki.

Természetesen eléfordulhat az az eset is, hogy az adott tevékenységekre nem tudjuk
kivélasztani a legmegfelelobb embert, mert 6k mar parhuzamosan mas munkan dolgoznak. Az
optimalis hozzarendelést egy parositasi feladatként lehet meghatarozni, melyben az egyik
csoport az elvégzendd tevékenységek, a masik csoport a rendelkezésiinkre all6 munkaerd. A
paros graf ¢€lein pedig a lefedettségi fok szerepel. Két cstcs pontosan akkor van Osszekdtve,

ha az illet6 az adott munkat el tudja végezni, vagyis a lefedettségi fok nem nulla.

2.7.3-2 abra: ,,hozzarendelési” graf

Ha kivélasztottuk a megfeleld6 embereket a megfelelé munkéra, akkor az el6z6
fejezetben targyalt modszer szerint meghatarozhatjuk a csoportokat is, akik majd elvégzik a
rajuk bizott tevékenységet. Ha eldz6 feltételezésiinkkel €liink, vagyis ha feltessziik, hogy
akinek a lefedettségi foka az adott munkat illetden magasabb, az hatékonyabban/gyorsabban
végzi el a munkat, akkor ezaltal idOtervezésiinket, eréforras-tervezésiinket pontosithatjuk is.
Ha az id6tervezésiinket ugy készitettiik el, hogy a lehetd legnagyobb lefedettségi fokkal
rendelkezd egyéneket valasztottuk ki a megfelelé munkéra, akkor feltételezhetjiik, hogy
kisebb lefedettségi fokkal rendelkezd egyén lassabban végezné el a munkat, illetve azonos 1d6
alatt tobb embert kellene foglalkoztatnunk. Feltessziik tehat, hogy az idétartam, illetve az
er6forras-sziikséglet fliggvénye a tevékenységet végzok lefedettségi fokatdl forditott aranyban
fligg. Ha a lefedettségi fok alacsony, vagyis ha a tevékenységet végzok kevésbé értenek az

elvégzendd munkdkhoz, akkor a tevékenységek idétartamai is megnovekedhetnek, ha viszont
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a rendelkezésre 4ll6 1d6 alatt el szeretnék végezni a feladatot, akkor potlolagos erdforrasokra

lehet sziikségiink.

A modszer menete tehat a kovetkezd: eldszor meg kell hatdroznunk a megvalositashoz
sziikséges tevékenységeket, meg kell allapitani a rakovetkezési relaciokat. Ezutian
felrajzolhatunk egy Un. logikai halot. Ez a hdl6 megmutatja a tevékenységek kozti logikai
kapcsolatokat (rakovetkezési relacidkat).

Ezutan meg kell hataroznunk, vagy meg kell becsiilniink a tevékenységek (varhato)
idotartamat, majd egy iitemezési modszerrel (pl. CPM, PERT, MPM stb.) meghatarozhatjuk
a teljes projekt dtfutdsi idejét.

Az ltemezési feladat megolddsa utan meg kell hatarozni, vagy meg kell becsiilni a
tevékenységek végrehajtasahoz sziikséges erdforrasokat, illetve ezek mennyiségét. (Pl. egy
adott munka végrehajtdsdhoz hany {6 sziikséges, milyen anyagokat kell felhasznalnunk,
illetve milyen berendezésekre van sziikségiink.)

Ha a sziikséges kompetenciakrol tudomasunk van, akkor ezaltal kivalaszthatjuk a
megfeleld embereket a megfeleld munkakra, illetve 6sszeallithatjuk a megfeleld csoportokat.
A hozzarendelések utan az idétartam- €s/vagy erdforrasigény-adatokat pontosithatjuk.

Ha adott(ak) az er6forras-korlat(ok), akkor keresniink kell egy megengedett
megoldéast. Ebben az esetben egy olyan iitemtervet kapunk, amely sordn a teljes projekt
atfutasi ideje lehetdleg nem ndvekszik és a rendelkezésre allo erdforraskorlatot a program
megvalositdsa soran egyszer sem lépjiik tal.

Ezutan meg kell hatdroznunk, hogy milyen er6forras-felhasznalast szeretnénk
megvaldsitani, vagyis meg kell hatarozni a célfiiggvényt. Ha talalhaté megengedett megoldas,
akkor taladlhatdo véges lépésben az adott célfiiggvényre nézve legjobb megoldds, amit a
tovabbiakban az erdforrds-allokdcios probléma adott célfiiggvényre nézve optimadlis
megoldasanak neveziink. A moddszer leegyszersitett folyamatabrajat lathatjuk az aldbbi

abran.
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2.7.3-3 abra: a médszer lépései
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2.7.4 Tokéletes helyettesitéstol a tokéletes kiegészitésig

Az eldz6 fejezetben azokkal az esetekkel foglalkoztam, amikor az erdforrdsok tokéletesen
helyettesitik egymast (ekkor egy terhelési diagramba Osszevonhatok a tevékenységek), illetve
tokéletesen kiegészitik egymast (ekkor két terhelési diagramot kell felrajzolni és a
tevékenységeket pedig szinkronizalni kell). A kérdés az, hogy e két szélsdséges eset kozott
van-e mas lehetdség is.

Mint azt az el6z0 fejezetben mar lathattuk, hogy ki milyen munkét végez, mar a
tervezés soran elddlt. Kérdés az, hogy a terhelési diagramot kiilon, vagy egybe kezeljiik. Ha
kiilon-kiilon rajzolunk fel eréforras-terhelési diagramot minden egyes eréforrastipusra, akkor
az esetleges erdforras-atcsoportositdsok nem jelennek meg. Ha pedig egy diagramban
kezeljiik az er6forrasokat, akkor hamis képet kapunk, hiszen az eréforrasigények nem minden
esetben helyettesithetok egymassal.

Csak azokat az erdéforrasokat célszerli egy diagramba 0sszevonni, amik viszonylag
jol helyettesithetok egymassal. Mint azt a korabbi fejezetekben emlitettem, a
helyettesithetdséget a dolgozok kompetencidjanak lefedettségi foka hatdrozza meg. Ebbe az
esetben a — lefedettségi fok reciprokéaval sulyozott (a forditott ardnyossag miatt) — id6, vagy
er6forrasadatokat kell figyelembe venni. Lathatjuk, hogy tokéletes kiegészités esetén a suly
végtelen lenne, tehat nem lenne tarthat6 az egy diagramba valo 0sszevonas. Lathato tovabba,
hogy minél kisebb a lefedettségi fok, vagyis minél inkébb helyettesithetik egymadst olyan
emberek, akik az adott tevékenység elvégzésére kevésbé kompetensek, anndl tobb lesz a
becstlt atfutasi id6 és/vagy az erdforras-sziikséglet. Ebbol is kdvetkezik, hogy a megfeleld
csoport kivalasztasa, illetve a tevékenységekhez rendelendd kompetens személyek

kivalogatasa idOt és/vagy erdforrast takarit meg a vallalat szamara. [286]

Ezek az eljarasok barmely — a projektmenedzsmentben hasznalt (pl. Microsoft Project,
CA-SuperProject, Primavera stb.) — szoftver altal szolgaltatott megengedett megoldasbol
indulhatnak. Figyelembe veszik a tevékenységeket végzd kompetencidjat, ezaltal pontosabb
becslést kaphatunk a sziikséges erdforrasigény és idétartam nagysagarol. Ezeket a
megoldasokat egy adott cél (vagy célfiiggvény) szerint a modszeriink minden 1épésben javitja.
Tobb projektre, tobb eréforrast kezelve minimalis 6sszkoltségli, optimalis eréforras-terhelésii

programokat hatarozhatunk meg. [399-401]
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28 Bizonytalan atfutasi idejii projektek optimalis eré6forras-elosztasa

A gyakorlati életben mind a fejlesztési, mind a beruhédzési, de kiilonosképpen a kutatasi
projektek esetén nem tudjuk biztosan meghatarozni egy adott projekt vagy termelési program
tevékenységeinek lefutasi idejét. Kiilonosen igaz ez kutatasi €s fejlesztési programokra, ahol a
tevékenységek idOtartamai kevéssé ismertek. A tervezett és a tényleges tartam sokszor
kiilonbozik egymastol. [222, 224-225, 230]

A modszer segitségével tetszoleges projekt (koltség-, erdforrasigény-, id6-)optimalis
id6tartamainak bizonytalansagat is.

A modszer egy megengedett erdforras-allokédciod alternativ uton 1évo tevékenységeit
adott célfiiggvénynek megfelelden iitemezi be (ez a célfiiggvény lehet pl. lehetd legkorabbi
kezdés, lehetd legkésdbbi kezdés stb. lasd 2. fejezet), figyelembe véve, hogy az adott
tevékenységek varhatod iddtartamai valdszinliségi valtozok, melyeknek van varhato értéke
illetve szdrasa. A szakirodalom szerint altalaban 10-12% koltséget takarithatunk meg azaltal,
hogy a tevékenységek iddtartamait nem determinisztikus véltozoként, hanem egy
valdszinliségi valtozoként kezeljiik, hiszen igy az idétartamok bizonytalansdgat mar eldre
figyelembe tudjuk venni. Hozzavetdlegesen meg tudjuk hatdrozni, hogy egy adott biztonsagi
szint mellett mennyi lesz a program atfutési ideje. Mégis nagyon sokszor nem vart események
is befolyasolhatjdk a projekt vagy a termelési program atfutdsdt. Amennyiben a projekt
miikddése kozben az erdforraskorlat, vagy a tevékenységek erdforrasigénye, iddtartama
megvaltozik, a modszer segitségével meghatarozhatd egy uj termelési program a még futo,
illetve a még el nem kezdett tevékenységekre. [152, 222, 224-225, 230]

Az algoritmus segitségével olyan projekteket tervezhetiink, ahol a lehetd legrovidebb
1d6 alatt a legkisebb (valtozo) koltségnovekménnyel, optimalis erdforras-kihasznaléssal,
maximalis parhuzamositds mellett hajthatjuk végre a projektiinket a lehetd legkisebb
bizonytalansag mellett.

Ezzel a modszerrel tobb parhuzamosan miikodd projektet optimalizalhatunk, illetve
tobbféle eréforras egyidejii kezelését valdsithatjuk meg. Kezelni tudjuk tovabba a fel nem

hasznalt er6forrasokat is.
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2.8.1 Sztochasztikus idétervezés

A sztochasztikus id6tervezés sordn az egyes tevékenységek idOtartamat egy-egy valosziniiségi
valtozoként kezeljiik. Két eset lehetséges:

e a széban forgd tevékenységek vagy nem teljesen ismeretlenek, és mindegyikiikre

kozelitdleg ismerjiik tartamuk valdsziniiség-eloszlasat;

e vagy pedig teljesen ismeretlenek (vagy legaldbbis nagyon kevéssé ismertek), és

nem ismerjiik minden tartam valoszinliség-eloszlasat.

Ha ismerjiik az iddtartamok eloszlasat, akkor minden nehézség nélkiil
meghatarozhatjuk az egyes tevékenységek atlagos idOtartamat (az iddtartam varhato értékét)
¢s szorasnégyzetét (varianciajat) valamint a szordsat (standard bizonytalansagat). [1, 2, 195]

Ezeket igy jeloljiik: E(tiqj): t,;,D’? (ti,j): o}, = uz(ti’j )

Ha nem ismerjiik az id6tartamok eloszlasat, akkor a projekt tervezésekor a szamitdsok
megkonnyitése érdekében a — projektmenedzsmentben hasznalt — PERT-modszert
alkalmazzuk és feltessziik, hogy az iddtartamok S-eloszlastak. [195]

Egyedi- és kissorozatgyartds termelésiranyitasdban egy-egy termék elkészitésének
menete szintén sok szempontbodl felfoghatd tigy, mint egy projekt megvalositasa. Itt azonban a
tevékenységek tartamdnak eloszlasardl sokszor semmilyen informdacionk sincs, és gyakran
nem is feltételezhetjiik, hogy az adott tevékenység iddtartama f-eloszlast kovet, igy a varhato
értékeket, illetve az idOtartam varhat6 értékének szorasat (standard bizonytalansagat) is nehéz
meghatarozni. [267] Itt segitségiinkre az lehet, hogy azt az adott terméket minden bizonnyal
tobbszor is legyartjuk. Ha az egyes gyartdsoknal az egyes tevékenységek iddtartamait
feljegyezziik, akkor ebbdl a varhat6 érték a kovetkezéképpen becsiilhetd: N gyartas, illetve M

tevékenység esetén az egyes tevékenységek varhato értéke:

N
E(X,)=X,=x, = %qu , ahol i=1,2,..,M. (2.8.1-1)
JAl
A standard bizonytalansag négyzete:
-\ s(x,) 1 =) .
u(x,)=s(x,)=s2(X,)= = N(N_l);(xi,j ~ X, , ahol i=1,2,...M. (2,8.1-2)

Megjegyzés: Hasonld becsléseket lehetne adni az egyes tevékenységek valtozokoltség-,
illetve eréforrasigény vonzatara is.
A tovabbiakban mindvégig (erésen) stacioner, ergodikus folyamatokkal

foglalkozunk. (Lasd: 1.3.7. fejezet)
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Ha a harom moddszer valamelyikével (ismert eloszlas esetén kozvetleniil, ismeretlen

eloszlasnal f-eloszlast feltételezve, illetve tobb gyartds soran szerzett tapasztalat utjan)

meghataroztuk a varhato értéket, illetve az idétartamok varhato értékeinek szorasnégyzetét

(standard bizonytalansagdnak négyzetét), akkor kiszamithaté a projekt atfutdsi idejének

szorasa (Osszetett standard bizonytalansaga) az alabbi megfontolasokat felhasznalva: [397]

A kozponti hatareloszlas tételét felhasznélva: a projekt, illetve a termelési program

atfutasi idejének varhatd értéke az iddétartamok varhato értékeinek Osszege.

ZE M tevékenységet feltételezve a kritikus uton. (2.8.1-3)

A projekt, illetve termelési program atfutasi idejének szorasnégyzete (az 0sszetett

standard bizonytalansag) altalanos esetben a kdovetkezéképpen szamithato:

fZZ;{ ulrx,) Z(%] +2ZZaf L frox,) (2.8.1-4)

i=l j=1

i=1 lle-lx x

ahol u. az un. Osszetett standard bizonytalansag, u(x;x;) x;,x; tevékenységek
kozotti kovariancia, y= Y=f{x;.x2,...xy7) pedig a modellfiiggvényiink. A projektek,
illetve a termelés soran legtobbszor feltehetjiik, hogy y= Y=Ax;Xa,...x0)=
Xt A= X+ Xot.+ Xy (Ezt a feltételezést tettiik tulajdonképpen az elsé
pontban is. Vannak olyan modellek, melyek az idot, illetve a koltséget is egységes
fiiggvénykeént kezelik. Ebben az esetben az osszetett standard bizonytalansag
kiszamitasanal mas lesz a modellfiiggvényiink.) Ha a fenti feltételezést elfogadjuk,

akkor derivaltak 1-ek, és a képlet a kdvetkezOképpen egyszeriisodik:

) =323 )23+ 23 3 s ) =33+ 23 Sl M) (28.1:5)

i=1

= i=1 j=it] i1 i=1 j=it]

ahol r(x;x;) x; x; tevékenységek kozotti korrelacio. Ha a korrelacio értéke egy,

vagyis az egyes tevékenységek varhatd idOtartama fiigg a madsik tevékenység

varhat6 iddtartamdtol, akkor az Osszetett standard bizonytalansag (a projekt
M

(véarhato) atfutdsanak szordsa): o =u, (y) = Zu(xl. ) (2.8.1-6)
i=1

Ha a tevékenységek idotartamai egymastol (linearisan) fliggetlen (vagyis a

korrelacié nulla valamennyi esetben), akkor a projekt varhatdé atfutdsanak
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szorasnégyzete (az 0sszetett standard bizonytalansag négyzete) a kovetkezOképpen
M

alakul: o =u’(y)=>u(x,). (2.8.1-7)
i=1

e Minden tevékenységrdl meg lehet allapitani, hogy az (adott valdszinliségi szint
mellett) a kritikus uton van-e vagy sem. Tevékenységek legkorabbi/legkésdbbi
kezdésének/befejezésének standard bionytalansaganak meghatarozasahoz szamos
modszer létezik. Ezek a modszerek elsdsorban abban kiilonbéznek egymastol,
hogy mennyire veszik figyelemebe, hogy egy alternativ uton 1évd tevékenység
mikor vélhat kritikus ton 1év6 tevékenységgé, ezéltal szordsa hogyan befolyasolja
az atfutdsi id0 szoérdsat. A modszer szempontjabdl adottnak tekintem egy
tevékenység idOtartama standard bizonytalansagat, és a tovabbiakban elsGsorban

az erOforrasallokaciora koncentralok.
2.8.1.1 Példa

Egy termék gyartdsa harom egymast kovetd folyamatbol all, melyeknek - 10 gyartast

kovetden — az adatai a kovetkezOképpen alakultak.

Lo, 1. tevékenység 2. tevékenység 3. tevékenység Osszesen

Gyartas id6 (nap)| kéltség (eFt) | id6 (nap)] koltség (eFt) [ id6 (nap)| kéltség (eFt) | idd6 (nap)| kdltség (eFt)

1 4,0 100 8,0 150 4,0 100 16,0 350

2 4,5 100 7,8 151 4,2 100 16,5 351

3 4,0 100 8,0 150 3,8 100 15,8 350

4 42 102 82 150 4,0 102 16,4 354

5 43 100 8,0 151 4,0 100 16,3 351

6 42 100 8,0 150 4.2 100 16,4 350

7 42 101 8,0 150 4,1 101 16,3 352

8 4.1 100 82 150 4,0 100 16,3 350

9 42 100 8,1 150 4,0 100 16,3 350

10 38 99 8,0 151 4.1 99 15,9 349

Atlag 4,15 100,20 8,03 150,30 4,04 100,20 16,22 350,70

Bizonytalansag 0,0601 0,2494| 0,0367 0,1528| 0,0371 0,2494| 0,0742 0,4485
Korrelacio (id6 1,2) -0,3278
Korrelacio (id6 1,3) 0,3985
Korrelacié (id6 2,3) -0,4245
Korrelacio (kltg. 1,2) -0,4666
Korrelacio (kltg. 1,3) 1,0000
Korrelacid (kltg. 2,3) -0,4666
Osszetett bizonytalansag (idé): 0,0742
Osszetett bizonytalansag (kltg.): 0,4485

2.8.1.1-1 tablazat: tevékenységidok illetve valtozé koltségek kozotti korrelacio.

Lathato, hogy az egyes tevékenységek iddtartamai illetve valtozé koltségei kozott van
korrelacidés kapcsolat, igy az Osszetett standard bizonytalansdg kiszdmitasanal ezeket a
korrelacios egyiitthatokat is figyelembe kell venni. Ez azonban még mindig csak egy statikus
modell, mely a kiilonb6zo koltségnovekedéseket (pl. inflacidos hatasokat), illetve a
begyakorlasokat nem veszi figyelembe. Ha olyan modellt szeretnénk alkalmazni, ami ezeket a

valtozasokat is figyelembe veszi, akkor a standard bizonytalansagok, illetve atlagok helyett
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alkalmazhatunk stlyozott atlagokat, illetve sulyozott bizonytalansdgokat, melyek a régebbi

megvalositasokat kevésbé veszik figyelembe.
2.8.2 Koltségtervezés bizonytalan atfutasi idé esetén

A projekt, vagy a termelési program soran eléfordul, hogy a valtozé koltség novekedése aran
kell atfutasi 1d6t csokkententink.

Elszor bemutatok néhdny gyakorlatban haszndlt eljarast, melyek nem veszik
figyelembe a koltségek esetleges bizonytalansagat, majd bemutatok néhany lehetséges

modszert a koltségek bizonytalansdgainak meghatarozasara.
2.8.2.1 Determinisztikus koltségtervezés sztochasztikus id6tervezés esetén

A tevékenységek idOtartamainak becslésénél (az egyszertiség kedvéért) feltételezziik, hogy az
idotartamok f-eloszlast kovetnek.

A gyakorlatban koltségoptimaldsra szamos modszert alkalmaznak; ezekre egy példa
Bowman, Chrétienne vagy Cox 0sszkoltségminimdld moddszere [60, 64, 68]. Mivel a
modszerem az er6forrasok optimaldsara koncentral, igy tulajdonképpen a modszer
hasznalhatosdganak  szempontjabdl  érdektelen, hogy az iitemezés illetve a
koltségminimalizalads fazisdban milyen modszert alkalmazunk. A konnyebb attekinthetdség
szempontjabol egy egyszerii koltségoptimaldé moddszert alkalmazunk, melyet a tovabbiakban
egyszerien PERT/COST-moédszernek nevezek. A PERT/COST-mddszer alkalmas mind
minimalis 0sszkoltség-, mind pedig minimalis atfutdsi idejii program meghatdrozasara. A
sztochasztikus iddtervezés sordn azonban felléphetnek a tervezésbdl adddd problémak.
Nézziink ezek koziil néhanyat, illetve vizsgaljuk meg, hogyan lehet ezeket a problémakat
kikiiszobdlni.

1. Els6ként megemlithetjiik, hogy a normal megvaldsitdsu program 0Osszkoltsége
altaldban nincs rajta az (Ossz)koOltégoptimdlis gorbén. (Megjegyzem, hogy ez
valamennyi sztochasztikus koltégoptimald modszer esetében megfigyelhetd. Ennek
megoldasa minden esetben az aldbbiakban bemutatott mdodszer segitségével torténhet.)
Ez a kovetkezOk miatt van igy:

a. A determinisztikus id6tervezés esetén egy tevékenység normal idétartamanak
azt az 1d6t valasztjuk, ahol a megvalositdsdhoz sziikséges (valtozo) koltség a

legkisebb. Ha minden tevékenységnél igy jarunk el, akkor egy olyan (un.
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normdl atfutdsi idejii) programot kapunk, ahol a tevékenységek
megvalositdsdhoz tartozo dsszes valtozo koltség minimalis.

b. A PERT-médszernél legtobb esetben harom adatbdl (legvaldsziniibb
id6tartam, optimista- és pesszimista becslés) becsiiljik meg a tevékenység
varhat6 iddtartamat. Ez viszont egyaltalan nem biztos, hogy minimalis valtozo
koltséggel jar. Ugyanez igaz sajnos mas koltségminimalizalo eljarasokra, ahol
elsd Iépés a tevékenységek varhatd iddtartamanak megbecslése. Ez viszont
egyaltalan nem sziikségszerlien a minimalis valtozokoltséggel jard normal
iddtartam.

c. Ha a PERT- ¢és CPM-, vagy MPM-médszer tevékenységiddtartam-becslését
Osszevetjlik, akkor lathatjuk, hogy a CPM-, MPM-moédszernél gyakran ugy
becsliink, hogy a tevékenység normal idStartaménak a legvaldszinlibb
id6étartamot valasztjuk. (Ez persze nem minden esetben teljesiil, ellenben a
legtobbszér a CPM, MPM altal becsiilt tevékenység idétartamok nem fognak
megegyezni a PERT-moddszer 4altal becsiilt varhaté tevékenység
idoétartamokkal.)

d. A legtobb esetben a PERT-moddszer altal meghatdrozott eloszlas nem
szimmetrikus, és gyakran fennall a kovetkezd egyenlétlenség: a;j<tij<m;;<b;.

2. Ha feltessziik az 1-es pontban leirtakat, akkor az dbrdkbodl konnyen lathat6, hogy a
PERT-médszernél alkalmazott becslések miatt a program Osszkoltsége (4ltaldban)
nem lesz rajta az Osszkoltégoptimalis gorbén (ha példaul a PERT-modszer altal
kiszamolt varhaté idOtartamok nem egyeznek meg a CPM-, MPM-moddszerek altal
meghatarozott normal iddtartamokkal. Ugyanez figyelheté meg mas koltségoptimalis

megoldasok esetében is.)
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Ezzel a modszerrel tehat koltséget takarithatunk meg, anélkiil hogy a varhato atfutési
1d6 névekedne.

5. Ennél egy jobb modszer, ami azt az esetet is figyelembe veszi, ahol az egyes
tevékenységek valtozd koltsége, illetve varhaté idOtartama magasabb, mint a
(legvaloszinlibb) normal idétartam, illetve (az ehhez az értékhez tartozo) normal
koltség. Itt az elsdrendii cél a normal atfutdsi idé elérése. Ekkor az egyes
tevékenységek varhato iddtartamait ugy modositjuk, hogy az minimalis valtozo
koltséggel jarjon. A varhato értéket tehat erre az értékre kell modositani. Ha a
minimdlis valtozé koltséghez tartozé iddtartam éppen a legvaldsziniibb idGtartam,
akkor a tevékenységek varhato értékét erre az értékre kell mddositani. (A 2.8.2.1-2 —
2.8.2.1-5 egyenletek megadjdk a szoérdsok illetve az iddtartamok valtozasanak
szamitasahoz hasznalhat6 képleteket).

Ezzel a modszerrel tehat szintén valtozo koltséget takarithatunk meg. Az igy
meghatarozott atfutasi idovel megvalositott program minimalis valtozé koltséggel fog
rendelkezni, és meg fog egyezni a CPM-, MPM-modszerekkel kiszamitott normal

atfutasi idével.

A tovabbiakban feltessziik, hogy az iddétartamok ¢és a valtozd koltségiik kozott
fiiggvénykapcsolat all fenn. Az el6zdekben vizsgalt mennyiségek aij, mij, bij, tij €s o;; most
veij valtozo koltség fliggvényei.

A PERT/COST-moédszerben feltessziik, hogy az aldbbi (riij, rij) ardnyok nem

valtoznak a koltségnovekedés hatdsara:

no=—L,r =—L (2.8.2.1-1)

Az alabbi mennyiségek tehat a kovetkezoképpen valtoznak (a valtozé mennyiségeket

~ - jellel jeloltem):

Szorasnégyzet (standard bizonytalansagnégyzet) valtozasa:

2
B ,)=62, = E (5,., ,—a, )} = %(rzu =y )thj. . (2.8.2.1-2)
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Tehat, ha valtozo6 koltség novekedése aran csokkentjiik a #;; atlagos id6tartamot, akkor

ezzel egyenes aranyban csokken a standard bizonytalansag (tevékenység szorasa) is. Az
aranyossagi tényez6 pedig: s n,o—h, )
Ugyszintén aranyos a f; atlagos idétartammal a moédusz valtozasa:

i, =~o-n -n )7 (2.8.2.1-3)

mi’j=z i

Az optimista, illetve pesszimista becslések valtozasa az alabbi médon irhato fel:

a,=n T, (2.8.2.1-4)

= T, (2.8.2.1-5)

I-r
a~o6 =
rzv _r1.v
i,j i,Jj (282.1'6)
r, —1
p~6—1
K., ~h

Lathatdo, hogy az eloszlds paraméterei a varhatdo iddtartamok csokkenésétol
fiiggetlenek, igy a tartamok csokkenése esetén is (feltételezve, hogy ri, » aranyok allandoak)
azonos paraméterli (azonos ,,alak’”) eloszldssal becsiilhetok az iddtartamok (egy adott
biztonsagi szintet feltételezve).

Mas koltségoptimalasi modszer alkalmazasa esetén is a végeredményként egy
Osszkoltségminimalis, vagy egy minimalis atfutdsi idejii programot kapunk. Megkapjuk
tovabba a tevékenységek adott koltségszinthez tartozod (varhatd) legkorabbi/legkésbbi

kezdését/befejezését, illetve ezek standard bizonytalansagat.
2.8.2.2 Sztochasztikus koltségtervezés sztochasztikus id6tervezés esetén

A tervezés soran altaldban nem csak az egyes tevékenységek varhatd idétartamarol, de a
varhato koltség-, illetve eréforrasigényeikrdl sincs biztos informacionk. Altalaban ezeket is
csak becsiilni tudjuk. Hogy a koltségek, illetve er6forrasigények becslésénél miért nem terjedt

el az idObecsléshez hasonld sztochasztikus modell, annak szadmos oka van.
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1. A koltségek, illetve erdforrasigények becslésére nincs altalanosan elfogadott
eloszlasfiiggvény (mint példaul projektek esetén idétartamok becslésére a f-
eloszlas).

2. Valtozo koltségek, illetve a fixkdltségek valosziniileg més és mas eloszlast
kdvetnek.

3. Er6forrasigény-tipusok (megujulé, nem megajuld) eréforrasok szintén
valoszinlileg més és mas eloszlast kovetnek.

Lathatdo a fenti nehézségek miatt, projektek esetén a koltségek, illetve az

eréforrasigények bizonytalansagat nagyon nehéz megbecsiilni.

Termelési programok esetén azonban hasznalhatjuk a 2.8.2.1 példaban leirtakat. A
gyartas soran feljegyezziik a tevékenységek iddtartamait, koltség- €s eréforrasigényeit. Ebbol
becstilhetd a tevékenységek iddtartamainak varhatd értéke, és az atlag szorasa (standard
bizonytalansaga), illetve a program varhat6 atfutdsi ideje és a varhato atfutdsi idé szorasa
(0sszetett standard bizonytalansaga). Becsiilni kell tovabba azt, hogy a kritikus titon 1évo
tevékenységek koziil melyik tevékenységet mennyi idével lehet csokkenteni, illetve hogy ez
az id6tartam csokkenés mennyi valtozo koltség novekedéssel jar. Ha ezek koziil ugyanagy,
ahogy a CPM/COST-, MPM/COST- vagy a PERT/COST-moddszernél a legkisebb
(valtozd)koltség-novekedéssel jard tevékenység idotartamat csokkentjiik, és igy modositjuk a
gyartast, akkor tobb gyartas esetén szintén becsiilhetjiik az egyes tevékenységek idotartamait,
a varhato idotartam szorasat, a varhato atfutasi idot, illetve annak szorasat, valamint a becslés
(standard) bizonytalansagét. Ezt a folyamatot addig ismételhetjiik, ameddig a kivant atfutasi
1d6t (valamely biztonséagi szint mellett) el nem érjiik.

Ha mas informacionk nincs az eloszldsokat illetden, akkor projektek esetén varhato
érték, illetve szords becslésére az el6z6 megvalositott projektek szolgéltathatnak informaciot.
Hasonl6 tevékenységek esetén becsiilhetd a tevékenységek iddtartamanek varhatd értéke
illetve a szordsa. Vagyis a gyakorlatban ez azt jelenti, hogy amennyiben adott
tevékenységeket elvégeztiink korabban mas projektek keretében, akkor az ott szerzett
tapasztalatokat (id6tartam, koltségigény, eréforras-sziikséglet) feljegyezve, a 2.8.1.1-es példa
alapjan megbecsiilhetjiik a varhat6 id6tartamot, a koltségigényt és az eréforras-sziikségletet,
illetve meghatarozhatjuk ezen adatok standard bizonytalansdgat. Minél tobb hasonld
tevékenységet végeztiink el korabbi projektek megvaldsitasa soran, annal pontosabban tudjuk

ezeket az adatokat (id6tartamot, koltség- €s eréforrasigényt) meghatarozni.
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Altalaban a kovetkezé Osszefiiggések allapithatok meg egy projekt vagy egy

kissorozatgyartas termelésiranyitasaban.

2.8.2.2-1 abra: egy tevékenység idotartamanak és koltségigényének kapcsolata

A tevékenységek idotartaméanak adott koltségszint melletti valoszintiségének
stirtiségfiiggvényét a 2.8.2.2-1 (d) abra mutatja Q&eloszlégfeltételezve). Valamennyi ( a)
valdszintiségi szint mellett elmondhatd, ho a normal i rtam esetén mimmalis :

e & 4. TaVékenysé
valtozokoltség-igény (2.8.2.2-1 (a) abra). Ha ennél az id(’Sn@révidebb id6 alatt akarjuk . d .
végrehajtani a tevekenységet, akkor az éltalaban csak a koltsqgyk novekedésével érhetd el. I eJe_nE
Ebben az esetben viszont az optimista és pesszimista id(’)’tartan‘g is valtoznak (2.8.2.2K@J tseg |g€

. . ==
abra). Egy adott koltségszint mellett a legvaldsziniibb 1d6ta:IEnt(')l vald extrém eltérések kapCS(
altaldban szintén koltségvonzattal jarhatnak. >
Valamennyi tevékenységre meghatarozva a kéltsévqp(i]n)lis idétartamot meg lehet
mondani, hogy mely tevékenységek iddtartamait kell csokkenteni, illetve novelni. Meg lehet
tovabba hatdrozni a minimalis valtozo koltséggel jaro atfutasi idot, hiszen a minimalis valtozo

vC(n

koltséggel jard iddtartamok esetén az atfutasi id6 is minimalis fltjé koltséggel fog jarni.
Ezenkiviil kozelitéssel kapunk minden tevékenysdgr

egy olyan koltség-ido
figgvényt, mely segitségével a programot esetlegesen rovidithetjiik. Ha a fixkoltségeket is
mérjik adott idészakban, akkor olyan programot hatarozhatunk meg, amellyel minimalis

r

0sszkoltség érhetd el.

(c)

Valtozo ke
KUldonbozo le
eset

altozo koltség
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Er6forras-tervezést ezutan lehet elvégezni. Ekkor meghatarozhatd egy adott
valoszinliségi szintre (pl. legvaldszinlibb atfutdsi id6) a lehetd legkisebb Osszkoltséggel jard

optimalis eréforras-allokacio.
2.8.3 Bizonytalansag kezelése kissorozatgyartas termelésiranyitasaban

Sok esetben a projektekhez hasonldan lehet a kissorozatgyartas termelésiranyitasat is kezelni.
Amig azonban a projektek esetén a tevékenységidok, koltség- és erdforrasigények jorészt csak
becstilhetdk, addig itt a tevékenységek idOtartamanak, koltségigényének és erdforrds-
sziikségleteinek becslésére a korabbi termelés adatait is felhasznalhatjuk. A kovetkezOkben
bemutatjuk, hogyan becsiilheték meg statisztikai modszerekkel e paraméterek varhatd értékei,
szorasai, valamint ebbdl hogyan becsiilhetjiik meg az adott lizemben a varhatd termelést.

[228]
2.8.3.1 Paraméterek becslése

A tevékenységek idOtartamait, koltségigényeit €s erdforras-sziikségleteit az ISO Guide to the
Expression of Uncertainty in Measurement 1993-ban kiadott segédlete alapjan becsiiljiik. Ez a
segédlet tobbfajta bizonytalansagot kiillonboztet meg. Becsléseink soran ezeket a

bizonytalansagi fogalmat fogjuk hasznalni.
2.8.3.1.1 Példa az idétartamok becslésére

Egy termeld vallalat nyildszardkat készit. A tevékenységeinek (percekben mért) idOtartamat
feljegyzi, és a kovetkezd megallapitdsokat teszi (tapasztalatai alapjan). Naponta 75-80
nyilaszardt tud elkésziteni. 25 munkasa van a kiilonb6zé munkak elvégzéséhez. Kérdés az,
hogy hogyan tudja fokozni a termelését, ha tudjuk, hogy a tevékenységidok a legvaldsziniibb
id6tartamtol maximum -10 — +30% kozott tér(het)nek el. A koltségigényekkel most még nem
foglalkozunk. Az erdforras-sziikségletet pedig adott tevékenység esetén konstansnak vessziik.
Az egyszeriiség kedvéért tételezziik fel, hogy a tevékenység id6tartama, mint valdsziniiségi
valtoz6 f-eloszlast kovet. Feltételezziik tovabba, hogy a tevékenységeket egymas utdn sorban

hajtjuk végre.
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Srsz.| Tevékenység megnevezése a b m t o’ ry | ry |a|B

1|Darabolas 9,01 13,0 10,0 10,3 0,44{0,87(1,26] 2|4
Vizkifolyé és kilincshely

2|kimaratasa 9,01 13,0 10,0/ 10,3 0,44] 0,87 1,26] 2[4

3|Merevitd vas vagasa 4,5 6,5 5,0 5,2 0,111 0,87(1,26]| 2| 4

4|Csavarozas 4.5 6,5 5,01 5,2 0,111 0,87| 1,26| 2| 4
F6 szerkezeti egységek

5|6sszeadllitasa és hegesztése 6,3 9.1 7,01 7,2 0,221 0,87| 1,26| 2| 4

6|Hegesztés utani sorjazas 54 7,8 6,0| 6,2 0,16/ 0,87| 1,26| 2| 4
Vasalatok és pantok szerelése

7|(szarny) 13,5 19,5 15,0{ 15,5 1,00/ 0,87( 1,26] 2{ 4
Vasalatok és pantok szerelése

8|(tok) 13,5] 19,5 15,0{ 15,5 1,00/ 0,87( 1,26] 2{ 4

9|Uvegezés (panel), Uveglécezés 6,8 9,8 7,5 7,8 0,25[0,87(1,26] 2|4
Funkcionadlis elemek bedllitasa és

10|ellendrzése 3,6 5,2 40| 4.1 0,07{0,87(1,26] 2|4

T |Osszesen 76,1 109,9 84,5 87,3 3,8

2.8.3.1.1-1 tablazat: tevékenységek varhaté idotartamanak, standard bizonytalansaganak illetve a

eloszlas paramétereinek becslése

Ha az egyes tevékenységek varhato iddtartama, mint valdszinliségi valtozod S-eloszlast
kovet, akkor hasznaljuk a PERT-médszert az egyes paraméterek becslésére. Ekkor a legyen
az optimista becslés (itt a tevékenység legvaldszinlibb idétartamanak m 90%-a). Legyen b a
pesszimista becslés (itt a tevékenység legvaloszinilibb idétartamanak m 130%-a).

Az el6z6 fejezet egyenleteit felhasznalva kiszdmithatok a fenti paraméterek (varhatd
érték, szoras, eloszlas paraméterei stb.)
Ha a fenti paraméterek ismertek, meghatarozhatdo az atfutasi id6 (TPT) varhato
értéke E(TPT), illetve szorasa o, (Osszetett standard bizonytalansaga u’ (T PT )).
TPT = E(TPT)=§:E(ti):=iti, (2.8.3.1.1-1)
i=1 i=1
MM
5 0

0 =u TPT:ZJZ al(l,j) f[ j Ziaf af ulr, 1), (2.83.1.1-2)

=1 i=1

A szamitds megkonnyitése érdekében tegyliik fel a kovetkezdket:
1. fegy egyszerl Osszegz6 fliggvény, tehat az atfutasi id6 nem lesz mds, mint a kritikus
uton 1évo tevékenységek (itt az 0sszes tevékenység) idotartamanak osszege. Ekkor a
derivaltak 1-ek lesznek.

2. A tevékenységek kozott nincs korrelacid. Ekkor az 6sszeg masodik fele 0.

fgy az osszefiiggés a kovetkez6képpen egyszeriisodik:

139



2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa
M M

o =u(TPT)=Y u’(t,)= 07 . (2.8.3.1.1-3)

i=1 i=1

Tehat az atfutdsi id6 szordsnégyzete nem lesz mds, mint az iddtartamok
szérasnégyzeteinek Osszege. Lathatd azonban, hogy a modell akkor is alkalmazhato, ha a
tevékenységek kozott 1étezik korrelacio.

Meghatdrozhat6 tovabba adott valosziniiségi szintek (90%, 95%, 99%) mellett,

mennyi lesz legrosszabb esetben a tevékenységek idétartama.

Srsz.| Tevékenység megnevezése m t | tp=09|tp=095|tp=0,90| Lp=0,9 |t P =0,95|t P =099 PP=o,9PP=o,9.rJPP=o,99
1|Darabolas 10,0/ 10,3[ 11,3| 11,6] 12,1 10,6/ 10,7] 10,9 0,68/ 0,71 0,77
Vizkifoly6 és kilincshely
2|kimaratasa 10,0/ 10,3[ 11,3| 11,6] 12,1 10,6/ 10,7] 10,9] 0,68/ 0,71 0,77
3|Merevit6 vas vagasa 50| 52 57 58 61 53 54 54| 068/ 0,71 0,77
4|Csavarozas 5,00 52| 5,71 58| 6,1 5,3 54 54 0,68 0,71 0,77
F6 szerkezeti egységek
5|6sszeallitasa és hegesztése 700 7,2 79 8.1 85| 74 7,5 76| 0,68 0,71 0,77
6|Hegesztés utani sorjazas 6,00 6,2| 68 70 73] 64 64 65 068 0,71 0,77
Vasalatok és pantok szerelése
7|(szarny) 15,0 15,5 17,0 17,4] 18,2| 159 16,1 16,3] 0,68/ 0,71 0,77
Vasalatok és pantok szerelése
8|(tok) 15,0/ 15,5 17,0 17,4] 18,2| 159 16,1 16,3] 0,68/ 0,71 0,77
9|Uvegezés (panel), Uveglécezés 75 78 85 87 91 80 80 82| 068 0,71 0,77
Funkcionalis elemek beallitasa és
10|ellenérzése 40 41| 45| 47| 48] 43| 43| 43 068 0,71 0,77
z|Osszesen 84,5/87,3] 95,8 98,3[102,3] 89,82] 90,53| 91,36 | NG

2.8.3.1.1-2 tablazat: tevékenységek idétartamai kiilonb6zo6 biztonsagi szintek esetén

Ebben az esetben p a tevékenységekhez tartozd biztonsagi szintet jeloli. Tehat pl.
t,—09 azt jelenti, hogy 90%-os biztonsagi szint mellett az esetek 90%-aban a tevékenység
legaldbb ennyi id6 alatt végre fog hajtodni. Minél magasabb ez a biztonsagi szint, annal
nagyobb a (becsiilt) id6tartam. Ha egy tevékenység csuszni is fog, de a kozottik 1évo
korrelacid 0, annak az esélye, hogy minden tevékenység cstsszon, elég kicsi. Ezért itt a
tevékenységek 90%-o0s biztonsagi szint melletti idétartamainak egyszerli 6sszegzése helyett
célszerli — az atfutdsi i1d6 Osszetett standard bizonytalansagéat felhaszndlva — valamely
biztonsagi szintre meghatarozni az atfutasi id6t. P ezt a valoszintiséget jeldli. #p—o9 tehat azt
jelenti, hogy ha az atfutasi id6 az esetek 90%-aban legfeljebb TPTp-(9=89,82 ora, akkor
atlagosan #p-o9 lesz a tevékenység iddtartama. Az esetek pp-oo=08%-aban egy adott

tevékenység iddtartama nem lesz nagyobb ettdl a #p—g 9 értéktol.
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Srsz.| a b m t o” |r{rman|ra|rm| ta t np =0,9| t np =0,95 E np =0,99{ £ P =0,9) E nP =0,95| E nP 0,99
1 9,0 13,0f 10,0/10,3] 0,44|2[ 4|2 4] 0|517| 567 581 6,06 531] 536 544
2 9,0 13,0 10,0{ 10,3 0,44{2] 4|2] 4] 0]5,17] 5,67 5,81 6,06/ 531 5,36] 5,44
3| 45 6,5 50| 52| 0,11]1] 31| 1| 2|517[ 567] 581 6,06 531 536] 5,44
4 45 6,5 5,0 52| 0,11]1] 31| 1| 2|517 567 5,81 6,06 531f 5,36] 5,44
5| 6,3 9,1 70( 72| 0,22({1] 3|2] 2 1]3,62] 3,97 4,07 4,24 3,72 3,75 3,80
6] 54 7,8 6,0|] 6,2 0,16{1 412 2| 2|3,10] 3,40 3,49] 3,63] 3,19] 3,21 3,26
7| 13,5 19,5] 15,0{15,5 1,00]1| 5|4| 4] 1]3,88] 4,25 4,36] 4,54] 3,99] 4,02 4,08
8| 13,5 19,5| 15,0/15,5 1,00{1| 8|4 4| 4]|3,88] 4,25 4,36] 4,54 3,99] 4,02 4,08
9| 6,8 9,8 7,5| 7,8 0,25]2 6|1] 2| 4)7,75] 8,50 8,72 9,08] 7,97 8,03] 8,15
10( 36 5,2 4,0] 41 0,07|1] 23[1] 1|22(4,13] 4,53] 4,65 4,84] 4,25 4,29] 4,35
3| 76,1 109,9) 84,5|87,3 3,8

2.8.3.1.1-3 tablazat: tevékenységek varhato6 idétartamai, eréforras-sziikségletei

A feladatban ismert minden tevékenység erdforrasigénye r. Legyen ez az eréforrds a

tevékenységek végrehajtasahoz sziikséges munkédsok szama. n legyen a gépek szama

tevékenységenként. Ekkor egy adott tevékenység Osszes erdforrasigénye: r,=r n. Ez az érték

nem lehet magasabb, mint az adott tevékenységet elvégezni tudd dolgozok szama: rpy.

rm legyen a maradék erdforras, tehat: ry:= Fiuax - Fu. t, az egységnyi idOtartam, amely

megmutatja, hogy n gép esetén egy gépen atlagosan mennyi lesz egy adott tevékenység

végrehajtasi ideje. Ekkor t#,;= ¢t / n. Ennek maximuma (t,ma:=max(t,)) lesz a szik

keresztmetszet (ebben a példaban a dolt betiikkel szedett 9. sorszamu tevékenység). Ha adott a

munkaidd, illetve a miiszakok szama, akkor kiszamithat6, hogy atlagosan mennyit lehet

termelni egy munkanapon.

TPTp=o5 87,32|Qp-os | 77.4

TPT p=9 89,82|Qp-09 |75,3|Qp=09 |74,3
TPTp=o95 90,53|Qp=095| 74,7|Qp=0,05 | 73,5
TPT p-9,99 91,86|Qp=099| 73,6|Qp=099 | 72
O 1PT 1,95

munkadrak szama 10

miiszakok szama 1

2.8.3.1.1-4 tablazat: kiilonb6z6 biztonsagi szinthez tartozé atfutasi idé, illetve megtermelheté termékek
mennyisége

50%-hoz tartoz6 atfutdsi id6 a vérhato atfutdsi id6. Feltételezhetjiik a kdzponti

hatareloszlas tételébol fakaddan, hogy elegendden sok tevékenység esetén az atfutasi ido,
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mint valdszintiségi valtozo normalis eloszlast kovet. Ekkor a varhat6 megtermelhetd termékek
szdma: Qp-os:=miiszakok szama (itt 1) * munkadrak szdma (itt 10) * 60 (perc) / TPTp-s.

Hasonl6an kiszamithaté Q értéke a tobbi biztonsagi szinten is. gy pl. az esetek 90%-
aban (Qp-09:= 1 * 10 * 60 (=600) / TPTp-oy = 75.3 nyilaszard/nap) ettdl kevesebb terméket
nem fogunk termelni.

Menedzseri, vezetdi dontést befolyasold dontés lehet, hogy a kritikus tevékenység
esetleges csuszasa hogyan befolyasolja a megtermelhetd tevékenységek szamat. Ezt mutatja
meg a 0, érték. Kiszamitasakor m db termelés esetén szintén feltételezhetjiik, hogy az dsszes
megtermelt mennyiség fumqae varhatd értéklt Giumax SzOTast normalis eloszlast kovet. Ennek
megfelelden pl. Op-09 kiszamitasa a kovetkezdképpen torténik.

600
Nl (tnmax O, )

valoszinliségi értékhez tartozo ¢,  kozépértékll, o,  szorasu inverz normélis eloszlas.

o0 = =743 nyilaszaro/nap, ahol a N',(,) figgvény a p=09
p=0,9 p

Elemzeés:

Az elemzés soran fontos megallapitasokat tehetiink:

1. Varhatéan 77,4 darab nyilaszarot fogunk tudni egy nap alatt megtermelni. Ez az
eldzetes becslésekkel teljesen szinkronban van.

2. Elmondhatd, hogy 72-nél kevesebbet 99%-os valdszinliséggel egyetlen nap sem
termeliink.

3. Csak tgy tudunk egy nap tobbet termelni, ha az idétartamokat csokkentjiik és/vagy
tobb munkagép segitségével a termelési folyamatot parhuzamositjuk. Ez utobbi
viszont az eréforrasigény ndvekedésével, egyuttal koltségndvekedéssel jarhat.

4. Ahhoz, hogy eldontsiik, van-e értelme parhuzamositani, koltségelemzést kell végezni.

5. Csak olyan tevékenységeket célszerii parhuzamositani, amelynek egységnyi (varhato)
iddtartama magas. Jelen esetben ez a 9., illetve esetlegesen az 1-4. tevékenységek

lennének.
28.3.1.2 Valtozo koltség és az idétartam kapcsolatanak meghatarozasa

Ha maradunk az el6z6ekben vazolt termelési struktaranal, akkor is célszeri a termelést a

leheté legkisebb koltséggel végrehajtani. Ehhez azonban fontos, hogy felderitsiik az

142
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idotartamok, illetve a koltségigények kapcsolatat. Ez a kapcsolat lehet determinisztikus vagy
sztochasztikus. Ha kitoltiink az aldbbi dbrdhoz hasonld tablazatot, meghatarozott (pl. heti,
kétheti, havi) rendszerességgel, akkor kellden sok tablazat kitoltése esetén (legalabb 10)
statisztikai kovetkeztetéseket vonhatunk le iddtartamok illetve koltségek, esetleg az

idotartamok ¢és eréforrasigények kozott.

Feldolgozott id6szak: Lefutasi id6k Valtozé koltségek Eréforrasigény
Srsz.| Tevékenység megnevezése | a b m_| ve(a) | ve(b) | ve(m) | VCmin | VCmax | VCatiag | 1(@) | 1(b) | r(m) | Imin | I'max | Fatiag
1|Darabolas
Vizkifoly6 és kilincshely
2|kimaratasa
3|Merevit6 vas vagasa
4|Csavarozas

F6 szerkezeti egységek
Osszeallitasa és hegesztése
Hegesztés utani sorjazas
Vasalatok és pantok szerelése
(szérny)

Vasalatok és pantok szerelése
(tok)

Uvegezés (panel), liveglécezés
Funkciondlis elemek beallitasa
és ellenbrzése

Osszesen Osszes fix kéltség

oo

~

0|

=
Mlo

2.8.3.1.2-1 tablazat: kitoltendo tablazat

A tevékenységek iddtartamai koziil a-oszlopba azt az iddtartamot irjuk, ami az adott
idészakban a legkisebb volt. Ennek valtozé koltsége ve(a), eréforras-sziikséglete pedig r(a).
Ezeket szintén irjuk a megfelel6 oszlopba. Hasonléan az el6z6khoz, a tevékenység
leghosszabb iddtartamat b, leggyakrabban eléforduld idétartamat m, ezek koltségét ve(b),
ve(m) ¢€s erdforras-sziikségletét r(b), r(m) is irjuk a megfeleld oszlopba. Fontos lehet, hogy
atlagosan, minimalisan és maximalisan mennyi volt a koltség- és eréforrasigény.

Ha a tevékenységek szama kicsi, akkor egy egyszer(i tdblazatkezeld segitségével
magunk is elemezhetjik az adatokat. Ha a tevékenységek szama jelentOsebb, akkor a
problémara egyszerti szoftver készithetd. Az adatokat rendezziik a legvaldsziniibb iddtartam
szerint.

A kovetkezd tevékenységet elemzésiinkhoz egy hosszabb atfutasi idejli
kissorozatgyartasbol vettiik. (Az idéadatok orakban, a koltségadatok eurdban értenddk.) Egy
tevékenység elemzésénél a kovetkezd tablazatot kapjuk. (Az adatokat a legvaldsziniibb

1d6tartam szerint sorba rendeztiik.)
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Srsz. |a b m__|vc(a) |[ve(b) [ve(m) |VCmin |VCmax |VCatiag |F(a)|r(b)|r(m)|r min | max |Iatiag
7] 89 9,1 9,00 2100] 2060f 2000 1980 2120 2010f 4| 4] 4| 4 4 4
18| 8,9 11,8] 9,1 2160] 2100f 2030 2020| 2160f 2040| 4| 4| 4| 4 4 4
16| 8,71 11,5| 9,1 2250f 2210] 2180] 2180] 2260 2180] 4| 4| 4| 4 4 4
5| 8,8] 11,3] 9,1 2250f 2210] 2170] 2150] 2260 2190| 4| 4| 4| 4 4 4
22| 88| 10,00 9,4] 2150] 2060| 2030] 2010] 2160| 2040] 4| 4| 4 4 4 4
6] 8,7 10,1 9,5/ 2130/ 2090f 2060] 2060f 2140 2070f 4| 4| 4| 4 4 4
23] 89| 99| 95| 2120f 2100) 2020] 2010] 2130 2040] 4| 4| 4 4 4 4
2| 9,01 10,8 9,6] 2150f 2080] 2000 1980] 2170] 2000f 4 4 4 4 4 4
8] 9,1 10,2 9,71 2180] 2130f 2030] 2020f 2200| 2030f 4| 4| 4| 4 4 4
11] 9,11 10,1] 9,8] 2070] 2040f 1950 1940] 2080] 1950 4| 4 4| 4 4 4
4] 9,8] 10,2 9,91 2140f 2150/ 2080] 2070f 2160f 2100| 4| 4| 4| 4 4 4
10 9,7] 10,7] 9,9] 2060{ 2020 1930 1910 2070 1950f 4| 4| 4| 4 4 4
9 9,71 11,9 99 1990] 1950| 1920 1910] 2000| 1920 4| 4 4| 4 4 4
12] 9,4 11,01 9,9] 2030] 2000{ 1910 1910] 2040] 1930 4f 4 4 4 4 4
15| 9,0] 12,8/ 9,9] 2020{ 1970/ 1930 1920 2020 1950f 4| 4| 4| 4 4 4
11 9,3] 11,1[/10,0] 2050f 2010 1980 1960] 2070] 1980 4 4 4 4 4 4
3| 9,8] 11,1{10,1 2160 2160] 2100f 2090] 2160f 2110] 4| 4| 4| 4 4 4
191 10,0f 12,0] 10,1 2120 2030f 1980 1980] 2130] 1990 4f 4 4 4 4 4
13]10,7f 11,7]10,8] 2150 2120f 2090 2080| 2150{ 2090 4| 4| 4| 4 4 4
21110,1] 13,7]10,8] 2160 2180f 2100/ 2090f 2180] 2120f 4| 4| 4| 4 4 4
17]10,0f 13,6/10,9] 2300 2200{ 2180] 2160| 2300f 2200f 4| 4| 4| 4 4 4
14] 10,1 13,3]11,0] 2220] 2250{ 2160 2150| 2260f 2170| 4| 4| 4| 4 4 4
20/ 10,2] 12,1]111,0f 2290| 2170f 2140] 2140{ 2310 2140f 4| 4] 4| 4 4 4
Atlag | 9,43| 11,30{ 9,90| 2141,30) 2099,57| 2042,17| 2031,30| 2153,48( 2052,17] 4| 4| 4| 4 4 4

2.8.3.1-2 tablazat: egy tevékenység idétartamanak és koltség-/eréforrasigénye kapcsolatanak
meghatirozasara szolgalo tablazat

A téblazatbdl azonnal kitlinik, hogy a tevékenységek id6tartamai és eréforrasigényiik

kozott nincs fliggvénykapcesolat. A koltségek €s az iddtartamok kozott viszont megfigyelhetd

sztochasztikus kapcsolat.

valtozo koltség

Koltségek és lefutasi idék kapcsolata

2200

2150

2100

2050

2000

1950 -

1900 -

1850

8,5

9,0

9,5

10,0

lefutasi id6

10,5

11,0

11,5

2.8.3.1.2-1 abra: egy tevékenység idétartama és koltség-/eréforrasigényének kapcsolata
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Az 0Osszefliggés jobban szemléltethetd, ha az azonos iddtartamokhoz tartozo

koltségigényeket atlagoljuk.

Lefutasi idok és a koltségigények kapcsolata

2200
*
R? = 0,7173/

2150 -
. /
2100 / -
2050 \
* *
* *
2000 .

1950 >

koltségigény

1900 T T T T T
8,5 9,0 9,5 10,0 10,5 11,0 11,5

lefutasi id6é

2.8.3.1.2-2 abra: egy tevékenység idotartamanak és koltség-/eroforrasigényének kapcsolata

Mindkét gorbére illesztett masodfokll polinom minimuma 9,8 6ranal van. Itt most a
legvaloszintibb id6tartamokra néztiik meg az id6tartamok és a koltségigények kapcsolatat. Ez
természetesen elvégezhetd a tobbi, valoszinlisithetd idOtartamra, illetve az optimista ¢és
pesszimista becslésekre is.

Ha azt mondjuk, hogy a normal idétartam legyen a lehetd legkisebb valtozo
koltséggel jaro idotartam, akkor a normal idétartam meghatarozhatdo valamennyi biztonsagi
szintre is.

A kissorozatgyartas sok esetben felfoghatd gy is, mint egy kis projekt (azzal a
kiilonbséggel, hogy a projektek mindig egyediek, de kissorozatgyartas soran is
idotartamokkal, koltség- és eréforrasigényekkel szamolunk, igy ebbdl a szempontbdl az
alkalmazott mddszerek is hasznalhatok ebben az esetben is). Hasonlé modon lehet itt is
meghatdrozni a koltség-optimalis programokat, valamint erre a programra egy optimalis
er6forras-allokaciot. Itt azonban a becsléseinket pontosithatjuk mérésekkel. Elemezhet;jiik,
hogy a termelés vajon a legtobb esetben minimalis koltséggel zajlik-e vagy sem.

Meghatarozhatjuk, hogyan lehet roviditeni a programot, ez mennyi koltségbe keriil. Itt
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azonban nem feltételezlink egy adott koltség-1dd, vagy eréforras-ido fliggvényt, hanem a mért
adatokbol ezt meghatarozhatjuk.

A 2.8.2-1 ébra segitségével megoldhaté az a feladat, hogy adott valdszintiségi
szintre, pl. a legvaldszinlibb esetre a legkisebb koltséggel jard iddtartamot hatarozzuk meg. Ez
az elemzések szerint ebben a feladatban 9,8 volt. Az atlagban mért 9,9 kozel van ehhez az
értékhez, ennek ellenére a jelentds szords miatt az atlagos koltségigény messze felette van a
minimdlis koltségigénynél. Ezért a termelés sordn célszerli a minél pontosabb iddtartam

betartasa.

2.8.4 Példa a bizonytalan atfutasi idejii projektek eré6forras-tervezésére

Adott vallalat miiszaki fejlesztési tervében szerepel a gyartas célgépesitése. Ennek keretében a
soron kovetkezd feladat egy olyan célgép kialakitdsa, amelynek kiszolgalasat pneumatikus
beemeld berendezés konnyiti meg. A vallalatnal néhany folyamat célgépesitését mar
elvégezték, igy megfeleld tdjékoztatd adatok rendelkezésre allnak az egyes tevékenységek
végrehajtasi 1doigényének meghatarozasara. A végrehajtd létszam ismert, tehat az egyes
tevékenységek atfutdsi ideje becsiilhetd. A projektet 12 hét (=84 nap) alatt mindenképp be
kell fejezni. Ekkor a varhato fixkoltség 1225 eFt. Az atfutasi id6 roviditésével a fixkoltségek
varhatéan napi 25 eFt-tal csokkenthetok. A szadmitdsok megkonnyitése érdekében
feltételezziik, hogy az erdforrdsok koziil csak a tevékenységek elvégzéséhez sziikséges
munkaerdt kell optimalizalni. A projekt kezdetén maximum 24 embert tudunk egyidejlileg
foglalkoztatni az egyes tevékenységek elvégzésére. A 8. héttél (56. naptol) mar csak
maximum 12 embert, mig a 10. héttdl (70. naptol) mar csak maximum 6 embert tudunk ezen a
projekten foglalkoztatni.

A feladat tehat az, hogy legkisebb (varhatd) (6ssz)koltséggel (legalabb 90%-o0s
valoszintiséggel) a lehetd leghamarabb végezziik el az egyes tevékenységeket ugy, hogy a
megadott eréforraskorlatot sehol ne 1épjiik tal.

Az alabbi tablazatban leirtam a tevékenységek iddtartamait (legvaldsziniibb, optimista
¢s pesszimista becslés alapjan). Feltételeztiik, hogy a tevékenységek valtozo koltségei a
legvalosziniibb megvaldsitasi id0 mellett minimalisak (normdl megvaldsitas) ve(m).
Feltételezziik tovabba, hogy az optimista becslésnél kevesebb, illetve a pesszimista becslésnél
tobb ideig nem tart a tevékenység megvalositdsa. Az optimista becsléshez rendeliink koltséget

(ve(a)) (ez lesz a rohamkdltség, vagy masképpen a minimalis id6tartam mellett
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megvaldsithatd tevékenység koltsége). Ugyanigy rendelhetiink a pesszimista becsléshez is

koltséget, mely szintén magasabb lesz, mint a normal atfutdsi id6hoz tartozd normal koltség
ve(m). Az egyszerliség kedvéért most feltételezziik, hogy a harom paraméter kozott a
valtozokoltség-igény linedris. Legyen adott tovabba az optimista, illetve a pesszimista
megvaldsitdshoz tartozd (emberi) eréforrasigény. Az egyszertsités miatt most itt is
feltételezziik, hogy ezen az intervallumon az er6forrasigény linedris (4 modszer
alkalmazhatosaga szempontjabol csak azt kell kikotni, hogy a koltség-ido fiiggvény konvex
legyen, valamint hogy minden pontjaban értelmezve legyen. Az erdforrdsigény-ido

fiiggvényrol csak azt kell feltenniink, hogy minden pontjaban értelmezve van). [222, 225, 227]
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa
Elso 1épés: A tevékenységek varhato értékét ugy kell mddositani, hogy az a minimalis
valtozd koltséggel jard idOtartamra (itt most a moduszra, vagyis a
legvaloszintibb id6tartamra) essen. Ezzel tehat (varhatd) valtozo koltséget
takaritunk meg. Ekkor a véltozdsokat az aldbbi tablazatba Ilehet
Osszefoglalni. (4 valtozo mennyiségeket nagybetiivel jeloltiik.)
Jel|Srsz.| A B M [ T]| S2 [T(90%)] vc(T) |ve(T(90%))|r(T(90%))
A 1] 3,00 5,00] 4,00] 4]0,111] 4,507{200,000f 220,269 3,753
B 2[23,77] 34,10| 32,03] 31| 2,966] 33,171] 150,000 182,565 5,034
C 3| 37,00] 43,00] 40,00 40] 1,000] 41,520{ 200,000] 240,538 5,507
E 4[ 1,00 1,00{ 1,00] 1{0,000] 1,000] 120,000 120,000 2,000
D 5[ 4,00] 6,00 5,00 5/0,111] 5,507] 25,000 26,520 2,507
F 6/ 1,001 3,00/ 2,00 2]0,111] 2,507| 50,000 52,534 5,507
M 7/ 1,00] 3,00 2,00] 2|0,111] 2,507]| 250,000 265,202 4,507
G 8/ 1,00] 1,00f 1,00] 1{0,000] 1,000 150,000 150,000 4,000
N 9] 2,00] 2,001 2,001 2|0,000] 2,000{250,000] 250,000 2,000
P 10 2,00| 4,00 3,00] 3]0,111| 3,507| 75,000 76,520 3,000
V 11| 3,00] 5,00 4,00] 4]0,111] 4,507] 75,000 76,013 4,000
H 12| 3,00] 5,001 4,00] 4]0,111| 4,507| 25,000 25,507 5,507
S 13| 3,00/ 5,00] 4,00] 4]0,111| 4,507| 50,000 52,534 1,000
| 14| 4,00| 8,00] 6,00] 6]0,444| 7,013] 50,000 55,067 5,507
J 15| 9,00] 11,00] 10,0010} 0,111] 10,507| 50,000 55,067 1,000
K 16 9,60]18,13| 17,07]|16] 2,023| 17,623| 55,000 63,115 6,156
L 17| 9,00{ 11,00] 10,00]10] 0,111| 10,507| 50,000 55,067 3,753
2.8.4-2 tablazat: idotartamok, koltség- és eroforrasigények valtozasa
A tevékenységidOk valtozasaval mind a koltségszint, mind pedig az
eréforras-sziikséglet valtozik (lasd részletesen a harmadik 1épésnél). A
varhatd idétartamok valtozadsanak hatasara valtoznak az intervallumok
(optimista, illetve pesszimista becslések) is (2.8.3-as egyenlet szerint).
Masodik 1épés:  Felrajzoljuk a PERT-halot, valamint megallapitjuk a tevékenységek

atfutasi idejét, illetve az atfutasi id0 szorasnégyzetét. Ezutan meg kell
hatérozni a kritikus utat.

A hal¢ felrajzoldsdhoz eldszor meg kell hatdrozni a logikai kapcsolatokat, a
kovetd és a megel6zd tevékenységeket. A logikai halé felrajzoldsa utan
eloszor egy odafelé torténd (progressziv) elemzés segitségével a PERT-
modszernek megfeleléen meghatarozzuk a projekt varhatd atfutdsi idejét,
majd egy visszafelé torténd elemzéssel meghatarozzuk a kritikus ut(ak)at.
Ezutan szintén odafelé torténd elemzés segitségével meghatarozzuk a

projekt varhato atfutasi idejének szorasnégyzetét (Osszetett standard
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bizonytalansagénak négyzetét), ami kozelitéleg a kritikus ut(ak)on 1évo
tevékenységek  varhatd iddtartamai  szdérasnégyzeteinek  (standard
bizonytalansaguk négyzetének) Osszege lesz. (Ezt a kozelitést csak akkor
lehet alkalmazni, ha az alternativ utak tartalé¢kideje elegendéen nagy ahhoz,
hogy alternativ uton 1évé tevékenység adott valdsziniiségi szint mellett (pl.
99%-o0s valdsziniiséggel) ne valhasson kritikus utta. Ellenkezd esetben az
alternativ utak szorasat nem hagyhatjuk figyelmen kiviil. Ebben az esetben
ez a feltétel teljesiil, igy ez a kozelités elvégezhetd. Ha adott
valdszintiséggel alternativ Gton 1évo tevékenység is valhat kritikussé, akkor
Fatemi Ghomi — Teimouri modszerét kell alkalmazni az atfutasi idok
meghatdrozasara). Ha tobb kritikus Ut is van, akkor dvatossagbol a
legnagyobb  Osszetett standard bizonytalansdguval szamolunk a
tovabbiakban. Az aldbbi dbran lathato az indulé6 PERT-halo. A tablazatbol
lathato, hogy E, G, N tevékenység id6tartama nem csokkenthetd.
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2.8.4-1 abra: a PERT-halé. A kritikus titon 1év6 tevékenységek: A-B-C-E-G-N-P. Tovabb mar nem
csokkenthet6 az idétartama az E,G,N tevékenységeknek.
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Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

Harmadik lépés: Csokkentsiik a kritikus aton 1évé tevékenységek varhaté iddtartamat.

Ezutdn pedig hatdrozzuk meg a minimalis atfutdsi idejli és a minimalis
Osszkoltséggel jard programokat. A programok meghatdrozasahoz
készithetiink tdblazatot.

Az id6tartamok csokkentésénél harom szempontot kell figyelembe venni:

1. Azon (kritikus uton lévé) tevékenység(ek) varhaté tartamat

csokkentjiik, amelyek (varhato) egységnyi
(valtozé)koltségnovekedése a legkisebb.

Megjegyzés: Az egységnyi koltségnovekedési tényezdt kozvetlendl is
megadhatjuk, vagy a kovetkez0 képlettel szamithatjuk (linearis

ve(r)—ve(n)

koltségnovekedés esetén): Ave = , ahol r a roham- vagy

n—r
minimdlis megvalositdsi 1d6, amely mellett a tevékenység még
elvégezhetd. n pedig a normal megvalositasi id6, amely mellett az adott
tevékenységet normal koriilmények kozott elvégezhetjiik. Feltettiik a
példaban, hogy a minimadlis (varhatdo) megvalositasi 1d0 az eredeti
idStartam becslésénél a tevékenység iddtartamanak optimista becslése,
vagyis r=a, valamint hogy a normal megvaldsitasi id6 a legvaldszinlibb
megvalositasi idével egyezik meg, képlettel: n=m. Feltettiikk tovabba,
hogy a normdl idd6tartamtdol hosszabb  id6tartam  szintén
koltségnovekedéssel jar (lineédris esetben hasonldan az el6z6hoz itt is
szamithato koltségnovekedési tényezd, amely azt mutatja, hogy
egységnyi késés mennyi tobbletkoltséggel jar). Ha a tevékenységek
ido6tartama ¢€s valtozé koltsége kozotti fiiggvénykapcsolat nem linearis,
akkor folytonos esetben a  koltségndvekedési tényezd a
koltségfiiggvény 1d0 szerinti derivaltja, diszkrét esetben pedig a
differencialtja lesz.

Ha a koltségnovekedési tényezok megegyeznek, akkor azon
tevékenység  iddotartamat  célszerii  roviditeni, amelynek
roviditésével nem alakul ki Gjabb Kkritikus ut. Ugyanis a kritikus
uton 1évo tevékenységet nem szabad eltolni (hiszen ez a program
atfutasi idejének novekedéséhez vezetne), ezaltal eréforrasigényeit nem

lehet késObbi id6pontra litemezni. Minél tobb kritikus tevékenységlink
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van, annal jobban ,meg van kotve a keziink”. Szélsé esetben még
megengedett megoldast sem tudunk talalni az eréforrds-allokécios
problémara. Ez pedig azt jelenti, hogy ebben az esetben az adott a
koltségszinten, adott idOtartamokat, illetve korlatokat figyelembe véve
nem lehet a programot hatariddre teljesiteni. Sokszor eléfordul, hogy a
koltségkeretiink szilikossége miatt nem tudjuk, vagy nem éri meg a
minimdlis atfutdsi idejli termelési programot megvaldsitani, hanem
valamilyen kozbensé termelési programot valasztunk és valositunk
meg.

Ha tobb tevékenység is teljesiti az el6zo két pont kovetelményeit,
vagyis a koltségnovekedési tényezdjiik minimalis, és nem lépnek be
ujabb kritikus utak az idétartamok csokkentése hatasara (vagy
barmely valasztas hatasara ugyanugy lesznek alternativ utak,
amelyek kritikus utakka fognak valni), akkor azt a tevékenységet
(azokat a tevékenységeket) valasztjuk, amely(ek)nek hatasira az
atfutasi ido szorasa (osszetett standard bizonytalansiaga) a

legnagyobb mértékben csokken.

Lsz.

Tev.jel

Ave

Ave*At| Tve |AFC| AFC*At | XFC [ ETC|TPT| o |TPT{90})| TPT{95)| TPT(99)

-- 1825(-- -- 1175(3000{ 82|2,05) 84,62 B8537] 86,76

5

5(1830] 25 25/1150)2980| 81]2,03] 83,60] 84,34 8573

6,25

50|1880] 25 200| 950(2830| 73|1.67| 75,14| 75,75 76,89

30

9001970 25 75| 875|2845)| 700|163 72,09 7268 73,79

B wlin]=|o
= m|o

1
8
3
1

50

50|2020] 25 25| 8502870 69]1,61 71,07 71,65 72,75

2.8.4-3 tablazat: a programok varhaté atfutasa, illetve varhato6 koltségei.

A tablazatban feltiintettiik a 1épésszdmon és az azonositd adatokon kiviil az

idotartam csokkentését (At), a valtozo koltség egységnyi (Avce), és Osszes

varhat6 koltség novekedését (Avc*At), az 0sszes varhatd valtozo koltséget

(Zve), a fixkoltségesokkenést (AFC), a varhatd 0sszkoltség értékeit (ZTC),

illetve a varhato atfutasi 1d6t (TPT), az 0sszetett standard bizonytalansagot

(o) és az adott biztonsagi szintekhez tartozo atfutasi idéket (TPT(90),
TPT(95), TPT(99)).

A

tablazatbol lathatd, hogy az Osszes varhatd koltség tekintetében a

masodik programtervezet a minimalis, és a negyedik tervezet rendelkezik a

legkisebb minimalis atfutasi idovel.
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A programtervezeteknél a varhat6 idétartamokkal szamoltunk. Ha az egyes
tevékenységek adott biztonsagi szint melletti iddtartamait szeretnénk
megtudni, akkor f-eloszlast feltételezve meghatarozhatok a tevékenységek
adott biztonsagi szint melletti idtartamai, az ehhez tartozo valtozokoltség-
igény illetve eréforras-sziikséglet. Az idOtartamok nem lesznek feltétlentil
egész szamok. Ha csak egész szamokat fogadunk el, akkor ezeket az
értékeket kerekiteniink kell. Ha egy tevékenység idOtartamanak
valdszinlisége egy meghatarozott biztonsagi szintet mindenképpen el kell,
hogy érjen, akkor csak felfel¢ kerekithetjiik a kapott id6tartam értékét. A
varhat6 erdforrasigény kiszamitasanal feltételeztilk, hogy az optimista
idotartam (a) és a pesszimista idOtartam alatt az erdforrasigény (a
szamitasok megkonnyitése érdekében) egy linearis fiiggvény, igy egy adott
biztonsagi szinthez tartoz6 idétartamhoz rendelhetd (varhato) erdforras-
sziikséglet. Az er6forras fajtajatol fliggben esetlegesen szintén
kerekiteniink kell az er6forras-sziikséglet értékén.

A példdban mi minden tevékenység esetében meghataroztuk azt az
id6tartamot, amely 90%-os valdszinliséggel teljesiil. A kapott értékeket
kerekitettiik. A varhato koltségeket ezen idétartamok figyelembevételével
szamitottuk ki. A tevékenységek iddétartamaihoz tartozd erdforras-
sziikségleteket is kerekitettiilk, mivel itt az er6forrasigény a tevékenység
elvégzéséhez sziikséges munkaerd volt. A tovabbiakban a minimalis
varhat6 0sszkoltséggel jard programot valasztjuk, és ezzel szamolunk

tovabb. Itt 90%-os valosziniiséggel a program atfutasi ideje: 75,14 nap.
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2.8.4-2 abra: minimalis varhato 6sszkoltséggel rendelkezé program PERT-haldja
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Ha a tablazat adatai alapjan hatarozzuk meg az atfutasi idot, akkor ez A-B-
C-E-G-N-P tevékenységre kerekités
nélkiil:=4,5+24,6+1+41,5+1+2+2,3=77 nap. A tevékenységek
id6tartamainak kerekitéseit figyelembe véve:=5+25+42+1+1+2+2=78 nap.
Ha minden tevékenységre eldirjuk a 90%-os valdszinliségi szintet, akkor a
teljes atfutasi idére nézve ez a szint mar tobb mint 99%. Ha a 90%-os
szintet szeretnénk tartani a tevékenységekre, akkor elegendé a
tevékenységre 62-63% koriili valoszinliségi szintli idétartamot biztositani.
Ennek kiszamitasa a kovetkezoképpen torténhet: a 90%-os valdszinliségi
szint melletti atfutdsi idobdl indulunk ki, ami 75,14 nap. Az atfutasi id6
varhat6 értéke 73 nap. Ezt a 2,14 napot kell szétosztani a tevékenységek
kozott az idOtartam ardnyaban. Egy napra tehat 2,14/73 potldlagos nap jut.
Ezek utdn kiszamithaté a tevékenységek iddtartama, feltételezve, hogy az
atfutasi idé 90%-os valdszintiséggel 75,14 nap lesz. Példaul A tevékenység
id6tartama igy: 4 nap (A tevékenység varhaté iddtartama) + 4*2,14/73 nap
= 4,117 nap lesz. A tevékenység valdszinliségi szintje ezek utdn (f-
eloszlast feltételezve): 62,17% lesz.

A tovéabbiakban a szamitisok megkonnyitése érdekében a kerekitett
id6tartamokat vessziik figyelembe. Tehat pl. 90%-os biztonsagi szinthez
meghatdroztuk a tevékenységek iddtartamat (f-eloszlast feltételezve),
koltségigényét és az erdforras-sziikségletét. Ezeket az adatokat most mar
ugy kezeljiik, mintha determenisztikus adatok lennének.

Ekkor  felrajzolhato egy CPM-halé a  megfeleld tartamok

figyelembevételével.
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2. Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa
’ |
NP B ]
2.8.4-3 abra: a CPM-th ETI LE'l'I |,J E E'l'J LE'l'J
Negyedik 1épés: Felrajzoljuk az eréforrasterhelési diagramot. Ezutan keresiink megengedett,

majd optimalis er6forras-allokéaciot. Ha eddig a pontig eljutottunk, akkor a
probléméanak megfeleld eréforras-allokdcios algoritmust valaszthatunk.
Szamos problémat megoldhatunk (parhugamos projektek kozotti eréforrgs-
megosztas, tobbfajta eréforras egyidejii Qelése stb.) azlAl('Sz('S fejezetekin
leirtak alapjan. Itt egy megengedett meéoldés keresése 52’m (amelyet pl. a
Microsoft Projekt programjaval kereshetihk) egy célfliggvényt” kell

meghatarozni. Legyen most ez a célfiiggvény a lehetd legkorabbi kezdés.

2.8.4-4 abra: a terhelési diagram
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2.8.4-5 abra: a terhelési diagram latszat-eréforrasigények bevezetése utian

on |évo te

lévo tevé

15

2.8.4-6 abra: egy lehetséges megengedett megoldas

Latszat-er6forrasigény

iy

1d
I I I I

A

2.8.4-7 abra: az optimalis megoldas
Az optimalis megoldas meghatarozasdhoz valaszthatunk mas célfiiggvényt
is. Ilyen célfiiggvény lehet pl. a lehd® legkevesebtbatlagos erdfoHs- 15
kihasznalds (er6forrasigények kiegyenlitése), a maximalis erdéforras-
kihasznalasok minimalizalasa stb.
Az optimadlis er6forras-allokécido meghatirozasa utdn kaptunk egy tervet a

projekt eréforrasigény-, koltség- és idosziikségleteire.
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2.

Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

(Otodik 1épés:) A halos-, illetve az erdforras-tervezési technikak nem csak a projekt

tervezési szakaszaban, hanem a megvaldsitds nyomonkovetésére,
ellendrzésére is hasznalhatok.

Amennyiben megvaltozik egy tevékenység erdforras-sziikséglete,
id6tartama, vagy az erOforraskorlat, akkor on-line iitemezést kell
alkalmaznunk. A projekt kdvetésénél a haloba a mar lefutott tevékenységek
tényleges iddtartamat kell beirni, a tevékenység szorasat (standard
bizonytalansadgat) pedig nullainak kell tekinteni. A tevékenységek
id6étartamanak kovetése soran igy csokkenni fog az atfutdsi id6 szorasa is.
A program végére a sztochasztikus halobol egy determinisztikus halé lesz,
mely megadja, hogy a tevékenységek ténylegesen mikor hajtodtak végre,
mikor kezdddtek, és mikor fejezddtek be.

Tegyiik fel, hogy az el6z6 példaban szerepld projektben a 7. hétig (49.
napig) szerepld valamennyi tevékenység a 90%-os biztonsagi szint melletti
idGtartam alatt megvaldsult. A villamosvezeték- és szerelvényszerelés (H
tevékenység) ¢és a siritettlevegd-vezeték készitése és szerelése (1
tevékenység) viszont a 90%-os valoszintiséggel teljesiild varhato
id6tartamokhoz képest is varhatéan még két napot fog csuszni. Eldszor
rajzoljuk fel az aktualizalt halot, hatarozzuk meg a varhat6 atfutasi idot! A
halé felrajzolasa utan a varhato atfutdsi id6 szintén az A-B-C-E-G-N-P
tevékenységek varhatoé idétartamainak Osszege:= 5+25+40+1+1+2+2=76
nap lesz. Mivel A és B tevékenység mar lefutott, ezért ezen tevékenységek
szOrasat nullanak, varhaté iddtartamat pedig a tényleges iddtartamaval
azonosnak tekintjiik. Az atfutasi 1d6
szorasnégyzete:=0+0+1+0+0+0+0,049=1,049. Ebbol az atfutdsi id6
szorasa:= 1,024 nap. Ekkor a 90%-0s biztonsagi szint mellett az atfutési
1d6 becslése:= 77,3 nap. Ha B-eloszlas szerint, 90%-os biztonsagi szint
mellett Osszegezzilk a tevékenységek varhato iddtartamat, akkor
kerekitések nélkiil az atfutdsi id6:=5+25+41,52+1+1+2+2,338=77,858 nap.
Kerekitésekkel pedig tovabbra is 78 nap. Lathatd, hogy a kiilonb6zd
becslések egyre jobban kozelitenek egymashoz. Ez elsOsorban az atfutasi

1d6 szorasanak (az Osszetett standard bizonytalansag) csokkenésével
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Az optimdlis eréforras-allokacio keresésének modszertani bemutatasa

magyarazhato. Rajzoljuk fel a terhelési diagramot, keressiink megengedett,

majd egy adott célfiiggvényre optimalis megoldast!
I

2.8.4-8 abra: az optimalis megoldas on-line iitemezés utan

2.9 Osszefoglalas

A projektmenedzsment el6térbe keriilése tette a halotervezést ismét fontossa. Egy projektben

mar nem csak az a fontos, hogy a feladatot minél hamarabb oldjuk meg, hanem az is 1ényeges,

hogy esetenként sziikos er6forrasokkal is gazdalkodni tudjupk. Tovabba fel tudjunk késziilni

olyan nem vart eseményekre is, amelyek egy adott tevékenység idOtartamat, erdforras-

sziikségletét megvaltoztatjak. 20
Munkdm sordn olyan algoritmust fejlesztettem ki, amely a feﬁtltﬁﬁﬁ@tt‘é&ﬁ% levo tev

megfelel.

1.
2.
3.

Kritikus uton lévé tevék

Garantaltan véges 1épésben megadja az optimalis megoldast.

.Alternativ uton lévd, az

Hasznalhat6 valtozo (nem konstans) erdtbrraskorlat esetén is.

nem m(%zg[atott tevéker

Hasznalhatdé a mar elkezdett projektekben 1évd, megvaltozott 1dotartamu,
eréforras-sziikségletli tevékenységek ujrailitemezésére. Veg reh aJtOtt teveke nys

Olyan problémakat is kezelni tudunk1 61h01 az id6-, koltskeyteéfalaticheévo részten

egylittes optimalasa a cél.

Olyan algoritmust készitettem, mely tobbfajta eréforras egyidejii kezelésére,
illetve parhuzamosan miikodd projektek kozotti erdforrds-megosztasra is
alkalmazhatok. 5

Hasznélhaté bizonytalan atfutdsi idejii projektek, illetve termelési programok

tervezésére. A

15

(@)

on

—
Na)
=



Osszefoglalas
A moédszer menetét 4brakkal illusztralva mutattam be, melyekkel olyan

menedzseri/vezetdi problémak megoldasara is mod nyilik, amit a szakirodalomban eddig még

nem publikaltak.
A kovetkez6 tablazat azt mutatja, hogy a bemutatott mdodszereket milyen problémakra
lehet alkalmazni. A tdblazatban megtalalhato, hogy egy adott probléma esetén mely fejezetek

segitségével lehet megoldast talalni.

Egyfajta erdforras Tibbfajta erdforras
é# Terviitemezes On-line itemezes Teniitemezés Onling itemezés
@ Tabb projekt Tihb projekt
,@' E.gy agy kEzZitt Eﬂgy vagy kazotti E"gy vagy Tabb projekt kozdtti erdforras- Egy vagy Tabb projekt kizitti erdforrds-
i fiiggetlen P fiiggetlen . fgoetlen a fiiggetlen a
o ikt ertiforras- o erdfarras- oiekt megosztas ekt megosztas
o Py megoszias Py regosztas Prey Frey
,}@“-’ Erdforras- Erdforras- Eriforras- Erdforras- Erdforras- Eriforras- Eriforras- Eriforras- Erdforras- Erdforras-
& helyettesitések |helyettesitések |helyettesitések (helyettesitések |helyettesitések (helyettesitések [helyettesitések | helyettesitések helyettesitések|helyettesitések
ot figyelmen kival | figyelmen kivdl figyelmen kivil | figyelmen kivil | figyelmen kival | figyelmen kivil | figyelembe-  |figyelmen kivil | figyelmen kivil | figyelembe-
hagyasa hagyasa hagyasa hagyasa hagyasa hagyasa vétele hagyasa hagyasa vétele
Csoport
TE“ g ERALL-OPT ERALL OPEE;T\ILENE 935761 ERALL- SE1 4762 eraﬁofsroré:-s 334762 23+261+ | 23+261+
2% 2.1 OFT/PR (2613 3' ' ' OFTATE (26.2)| & Tl tervezés (271 a 262 282427
23] +26.1 +262
ur
=]
% Mindgégi
@ jellem- ERALL- 23424+
=\ Minimals | z6ket nem| OPTALTG | 244264 | 23+24 | 23V2AT | ayinpy [2AT2BIN N gy, | 23R2AR ) 2324 o py ogay
= - 251 2E2 2562 2B.1+262
| vagy | vesszlk 2.4 27
o] - .
o kiltség- [figyelembe
optimalis -
atiutds .M|noseﬂg| Aherne’ltw 23424425
jellemzik | megolddsok | Z4+25+ 23+24 425 24425+ | 24425+ 2342442523 +24+25
. 23+24+25 24+25+27 +261+262
figyelembed keresése (2.5) 2B1 +2.6.1 262 281+282 +2B62  [+2B1+262 +27
vétele +2.4 )
2 Bizonytalan
3 atfutdsi ideji 23424+ | 23424+
i projeek | i iog p3engenp| 20F2AY 1249282424281t 10 o0 0g 2324t o p B0 42614262+
z optimalis 261+28 28 262+28 2B2+28 28 27 +28
5 erdforras- ’ ’ ’
" = elosztasa (2.8)
. Kiltzégterve-
T Iindségi 265
w . . 23+24+
& | el | bizongtalan o0y ogy logugga0n| 23T | ggiopns 242807 gg| 2324 | 23R2AE 1y by
8| Minirmlis | zéket nem | &tfutési idejd 282 282 261428+ | o oo [ 262428+ 1282 262+28+ |26.1 4262+, 500
Al vagy vesszik projekiek ’ ’ 282 ’ ’ 282 ’ 282 28+282 2 Bﬁ
kiltség- |figyelembe | esetén (28.2) h
optirnalis +28
atfutas | Mindségi 23+24+25
jelemztk | 25428+ | 264260+ [23+424425| 20 F24 728 242250 ) 244254 o 4 o g gy PRt 2A 28123420251 L 062
ivelemh 962 28+987 | 4284282 +2E1+28+| 2B2+28+ [2B1+262 + 284782 +2E2+28+|+261 +262 TR,
| eres eres 282 282 28 +282 eres 282 | +28+282 | 770

2.9-1 tablazat: optimalis eréforras-tervezés alkalmazasa kiilonb6z6 problémak esetén

Valamennyi algoritmus a 2.1-es fejezetben targyalt ERALL-OPT-modszeren alapul. Az
egyes alfejezetekben azt mutattam be, hogy egy adott feladatot milyen kiterjesztésekkel,
modositasokkal illetve megszoritdsokkal lehet visszavezetni az alapproblémdara. Mivel az
egyes algoritmusok moduldrisan épithetdk fel, igy egy komplex problémara tobb fejezetben
targyalt modszert egyidejlileg is alkalmaznunk kell (egy lehetséges modularis felépitést mutat

az 5.3.1-es abra).
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3. Gyakorlati alkalmazas

3. A médszer egy gyakorlati alkalmazasa az INTEGRAL-HEXA
Rt-nél

Az esettanulmanyban egy zoldmezds beruhdzasra keriilt sor, mely csaknem 350
tevékenységet tartalmaz. A feladat és cél az volt, hogy a tevékenységeket attekintve
megvizsgaljuk, hogy az eldre elkészitett litemtervhez képest lehet-e iddt, koltséget illetve
eréforrast megtakaritani.

A véllalat elsdsorban zo6ldmezds beruhazasokat végez. Tobb aruhaz, bevasarlokdzpont
épitése flizddik a cég nevéhez. A vallalat a beruhazasokra palyazik, mely palydzatokhoz
részletes Utemtervet, illetve koltségtervet mellékel. Az {itemtervet Microsoft Project
segitségével, mig a koltségtervet Microsoft Excel segitségével készitették el. A kérdés tehat
az volt, hogy 1d6-, eréforras-optimalé modszereket alkalmazva jelentdsen lehet-e csokkenteni
a projekt atfutasi idejét, illetve koltségigényét.

Az optimalis eréforras-tervezést az ERALL-OPT-modszer segitségével végeztem. Ez
a modszer hatékonyan alkalmazhatd projektek optimalis eréforrastervének meghatarozasara.
A mddszer részletes ismertetését a 2. fejezet tartalmazza.

Optimalis megoldas keresésére parhuzamos Branch and Bound algoritmust alkalmaz6
elosztott optimalizald rendszert hasznaltunk. Ez a rendszer egy platformfiiggetlen JINI-
alkalmazas [114, 398], mely az adatokat .XML-formatumban olvassa be, illetve az

eredményeket is ilyen formatumban szolgaltatja vissza. [230, 257]
3.1 Meglévé adatok feldolgozasa

Microsoft Projectben megadott iitemterv, illetve egy Excel tablazat allt rendelkezésre. Az
litemterv tartalmazta az egyes tevékenységek nevét, iddtartamat napokban megadva, tényleges
kezdésének ¢és befejezésének iddpontjat, valamint az egyes tevékenységek megeldzd
tevékenységeit. Az Excel tablazat a felmeriilé anyag- és bérkoltségeket Osszesitette az egyes
tevékenységcsoportoknal. Mivel az el6zéekben emlitett modszer hasznalatdhoz sziikség van
az egyes tevékenységek erdforrasigényére, illetve kdvetd tevékenységeire, ezért az elsddleges
feladat ezen adatok kiszamitasa volt a meglévd adatokbol, és a modszerhez sziikséges adatok
felvitele . XML allomanyba.

A projektben szerepld tevékenységeket — az elvégzendé munka jellege szerint - 6

csoportba sorolta a vallalat: A, B, C, D, E és F tevékenységcsoportba. Az A
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3. Gyakorlati alkalmazas

tevékenységcsoportba keriiltek az épitdmesteri munkék, a B tevékenységcsoportba a gépész
szerelési munkak, a C tevékenységcsoportba az elektromos szerelési munkdk, a D
tevékenységcsoportba a kiilsd kdzmiivel kapcsolatos munkak, az E tevékenységcsoportba a
kiils6 létesitmények épitésével kapcsolatos munkdk, az F tevékenységcsoportba pedig a

tarsvallalkozok tevékenységei. Az egyes tevékenységeket az alabbi tablazatok tartalmazzak.

A - EPITOMESTERI MUNKAK

Elékészité munkak

Dokkolo, aknak, padlé alatti vb munka

Padlé lapburkolas

Epitési szerzédés alairas

Foldszint padlé acélhaj beton

Uvegfalkészités

Telek, épllet kitlizés Emelet aljzatok Almennyezetek, pult hétfal belséép.
Munkatertilet atadas Nyilaszarok elhelyezése Utkdzésvédelem, szerelvények
Epitési konténer telepités Hidegburkold munkak Takaritas

Ideiglenes energia kiépités

Festd el6készités

A-D 0-7a Kasszafeliigyelet

Ideiglenes vizellatas kiépités I. Gipszkarton munkak Toémbalapok foldmunkai
Ideiglenes vizellatas kiépités I. Fém és lakatos munkak Toémbalapok betonozasa
Ideiglenes kozl. 1étesitmények I. Kapuk, rampakiegyenliték El6regyartott kehelynyak

Ideiglenes kozl. 1étesitmények I.

Hoszigetel6 és diszitd munkak

Monolit vb kehelytalp, tdmbalapok

Epitési tabla kihelyezés

Almennyezetek

Szerel, fagykizar6 betonok

Meglévé trafé bontas

Festd és mazoldmunkak

El6regyartott talpgerendak

Telefonvonal biztositas

Asztalos munkak

Monolit talpgerendak

Bontasi maradvanyok eltavolitasa

Armyékolasi munkak

Visszatoltések

Foldmunkak

Melegburkolas, migyanta

El6regyartott vasbeton oszlop

Humuszleszedés Szerelvényezés Fuggbleges monolit vb szerkezetek
Szennyezettfold-eltavolitas Takaritas Acél szerkezetek

Alsofeltoltés D-G 0-7 Eladotér Monolit vasbeton fodém

Padld alatti feltoltés Tombalapok foldkiemelés Falazatok

G-H 7 Raktarak, irodak Témbalapok betonozasa Mall acélszerkezet

Témbalapok féldkiemelés Eléregyartott kehelynyak elhelyezése [Tetd trapézlemezelés
Beton a tdmbalapba Monolit kehelytalp betonozasa Tet6 hoszigetelés
El6regyartott kehelyalapok Szereld, fagykizaro betonok Tetd vizszigetelés
Monolit kehelytalp El6regyartott talpgerendak Homlokzat szerelés

Pontalapok

Visszatoltések

Fébejarat szerkezetépités

Szereld, fagykizaro betonok

El6regyartott vasbeton oszlop

Reklamtartd acélszerkezet

El6regyartott talpgerendék

El6regyartott vb gerenda, szelemen

Badogos munkak

Monolit talpgerendak, alsé falak

Homlokzati acélszerkezetek

Acélhajas betonpad|d

Visszatoltések

Tetd trapézlemez elhelyezés

Vaélaszfalak

Eléregyartott vasbeton oszlopok

Tetb acélszerkezetek

Vakolatok

Eléregyartott vb gerenda, szelemen

Tetd hészigetelés

Aluminium-szerkezetek a tetén

Foldszint falazasi munkak

H6- és flstelvezetdk

Uvegezés a tetén

Foldszint mon.vasbeton munkak

Tetd vizszigetelés

Aluminium-szerkezetek

Tetd trapézlemez elhelyezés

Homlokzatszerelés

Uvegezés

Tetd hészigetelés

Badogos munkak

Nyilaszarok elhelyezése

Tetd, vizszigetelés

Padlocsatornak betonbdl

Lakatos munkak

Fodém vasbeton munka

Foldel6 halézat

Hidegburkolatok

Emelet falazasi munka

Nyilaszarok elhelyezése

Festd elbkészités

El6tetd monolit vb munka

Acélhajas padlé

Gipszkarton munkak

El6tetd vizszigetelés

Padlécsatorna acélbdl

Almennyezetek

Homlokzati acélszerkezet

Flstkotény épités

Racsok, automata ajtok

Homlokzati vasbetonpanel-szerelés

Fém lakatos munkak

Festd, mazold munkak

Homlokzati szendvicspanel-szerelés

Csemegesziget kialakitas

Asztalos munkak

Badogos munkak

Festd, mazold munkak

Szerelvényezés

Vakolasi munkak

Festd, mazold munkak

Takaritas

3.1-1 tablazat: az A tevékenységcsoport tevékenységei
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B - GEPESZ SZERELESI MUNKAK

C - ELEKTROMOS SZERELESI MUNKAK

Foldbe kerilé gép.vezetékek kassza

Villamharité foldeld szondak

Kasszafeliigyelet

Foldbe keriilé gép.vezetékek eladotér|Villamharito foldeld hald Véddcsovezes
Foldbe kerilé gép.vezetékek Raktar |Villamharito felfogd rudak Kébeltalca szerelés
Geberit Pluvia foldbe ker(il6 része Villamharitd tetén ép.gép. szerelv. Kabelezés

Geberit Pluvia csészerelés Gazdasagi rész Kasszak szerelése
sprinkler csészerelés az eladétérben |Foldszint Vilagitas szerelés
sprinkler csészerelés az eladotérben |20kV-os kapcsol6 és transzformator |Elosztok

sprinkler csészerelés szoc. és ek.

Diesel aggregator

Reklamok, kapuk

sprinkler csészerelés szoc. és ek.

0,4 kV-os elosztd

Gépészeti villanyszerelés

Sprinkler csGszerelés Kassza

Slllyesztett védécsdszerelés

Tiizjelzé szerelés

sprinkler foldalatti vezeték Aljzatok alatti védécséelhelyezések |Sprinkler géphaz
sprinkler foldalatti vezeték Pékség, raktar elosztdk Kabeltalca

sprinkler géphaz szerelése Kabelszerelés Kabelezés , belizemelés
viz- és tiizivizszerelés eladdtér Vilagitas és szerelvényezés Légkezelék

viz- és tlizivizszerelés szoc. és ek.  |Gépészeti villanyszerelés Védbcsdszerelés

viz- és tuzivizszerelés Kassza Kabeltalca szerelés Kabelezés
fitésszerelés az eladotérben Tizjelzé szerelés Belizemelés
kapulégfiiggonyok felszerelése Emelet Epiletfeliigyelet
flitésszerelés szoc. és ek. Slillyesztett védécsbszerelés Kabelezés

Fltésszerelés Kassza

Kabeltalca szerelés

Perifériak szerelése

légkezeldk elhelyezése

Kabelszerelés

Elosztok szerelése

radiatorok felrakasa szoc. és ek.

Szerelvényezés, vilagitasszerelés

Bekotések, tesztelés

kazanhaz szerelése

UPS belizemelés

Belizemelés, proba

gazszerelés

Gépészeti terek

Mérések, jegyz6konyvek

szellbzésszerelés az eladdtérben Elosztészekrények
szellézésszerelés szoc. és ek. Tlzjelz6 szerelés
szell6zésszerelés Kassza Eladotér

nagy szell6z6gép bekdtése

Kabeltalca szerelés

splitek elhelyezése

Er6saramu kabelezés

hiitésszerelés eladotérben

Sensormatic kabelezés

hiitésszerelés szoc. és ek.

Hangositas szerelés

hiitésszerelés Kassza

Antenna szerelés

folyadékh(it6 felrakasa

Tiizjelz6 szerelés

szigetelés

Felllvilagitok kabelezése

beilizemelés, beszabalyozas

Gépészeti Villanyszerelés

3.1-2 tablazat: a B és C tevékenységcsoport tevékenységei
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D - KULSO KOzmU E - KULSO LETESITMENYEK F - TARSVALLALKOZOK TEV.
Vizellatas Kiilsé felszerelési targyak energia biztositas

Féldmunka Rekldmtorony alapozas padlocsatorna

CsOvezeték szerelvények Reklamtorony villamos megtéplalas |padldcsatorna csészerelés
Prébak, izembehelyezés Reklamtorony szerelés padlécsatorna lefedés
Csapadékviz elvezetés Rekldmtorony lizembehelyezés hiitépultok szerelés

Foldmunka Kerités- kapu géphaz zarhato

vezeték épités Kerités- kapu géphaz szerelés

Aknak, iszapfogd beépités Tlziviz és sprinkler tarozé rekldmtorony alapkosar szallitas
Folyokak, viznyeldk rekldmtorony alapozas

Prébak, izembehelyezés reklamtorony szerelés

Szennyvizelvezetés

Foldmunka

Vezeték épités

Aknak, homokfogd, zsirfogd

Fedlapok

Prébak, izembehelyezés

Kiils6 gazellatas

Foldmunka

Csbvezeték, nyomasszabalyozé

Probak, izembehelyezés

Ut-jarda parkol¢ épités

Foldmunka

Feltoltések

Szivargd épités

szegélyképzés

Utalapok

Térkbéburkolat készités

Bitumenes burkolatok

Jelz6tablak, felfestések

Kertépitési munka

Foldmunka

Novénytelepités

rekldmtorony elektromos betaplalas

homlokzati reklamtarto

szerelésre munkateriilet

hitokamrak szerelése

ldmpaszallitas

Kasszafelligyelethez munkaterlilet

kocsitarold szerelés

kemencéhez munkatertlet

kémény és egyéb bekdtések

hangositas vezetékezés

szerelés, belizemelés

Sensormatik vezetékezés

zarterv megadas

zarbetét csere

3.1-3 tablazat: a D, E és F tevékenységcsoport tevékenységei

Az egyes tevékenységeket a tevékenységcsoportokon beliil feladatcsoportokba

soroltam. A feladatcsoportok Osszesitették a benniik szerepld tevékenységek anyagkoltségét,

bérkoltségét. A 3.1-4 tablazatban példaként a D és E tevékenységesoportok feladatcsoportjait

lathatjuk azok koltségigényével egyiitt.
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Foo6sszesito - Hauptsumme

Ssz. Munkanem Anyag Dij Osszes
Material Lohn Summe
(nettd6 HUF) (nettd6 HUF) (nettd6 HUF)

D Kiils6 munkak (telekhataron

beliil)
061. |Kiils6 vizellatas 5851 820 3 569 735 9 421 555
062. Kiils6 csapadékvizelvezetés 18 894 060 9264 421 28 158 481
063. |Kiils6 szennyvizelvezetés 2 483 506 2 964 694 5448 200
064. Kiils6 gazellatas 1505 742 808 036 2313778
066. |Ut-, jarda- és parkoloépités 80 216 543 33 228 985 113 445 528
067. |Kertépitési munkak 9480016 2 305935 11785 951
D Kilsd munkak osszesen 118 431 687 52 141 806 170 573 493

E |Kulsé létesitmények
(telekhataron bellil)

071. |Kulsé felszerelési targyak 2472 466 403 615 2 876 081
072. |Reklamtorony 408 672 218 935 627 607
073. |Kerités, kapu 2210162 1021001 3231163
074. | Tlziviz és sprinkler tarozo 6 557 572 2774 481 9332053

E Kiilso épitmények dsszesen 11 648 872 4418 032 16 066 904

3.1-4 tablazat: a D és E tevékenységcsoport feladatcsoportjai, illetve azok anyag- és bérkoltsége

Minden tevékenység adott feladatcsoportba torténd besorolasat a rendelkezésiinkre
allo — koltségvetést is tartalmazo — Excel-file segitségével végeztem. Ez az allomany minden
egyes tevékenységcsoportban 1évd feladatcsoportrol részletes leirast adott. A 3.1-5
tablazatban példaként a D tevékenységcsoport 67-es feladatcsoportjanak tevékenységeit

lathatjuk azok részletes leirasaval egyiitt.
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067. Parkositasi munkak

Talajjavitas, flivesités

Talajjavitas szerves tragyaval

Fuvesités 20%-nal kisebb rézs(in, talajelékészitéssel, 50-60 dkg/10 m2

Flvesités 20%-nal nagyobb rézs(in, talajelékészitéssel, 50-60 dkg/10 m2
Talajjavitas, flivesités
No6vényiiltetés

Foldlabdas facsemete Ultetése,godorasassal, viztanyér készitéssel, ontozéssel ACER PLATANOIDES

Foldlabdas facsemete Ultetése,godorasassal, viztanyér készitéssel, ontozéssel ACER PLATANOIDES

Foldlabdas facsemete Ultetése,godorasassal, viztanyér készitéssel, ontdzéssel TILIA TOMENTOSA, min 20 cm

Foldlabdas facsemete Ultetése, gddorasassal, viztanyér készitéssel, ontézéssel MALUS PROFUSION, min 20

Foldlabdas facsemete Ultetése,godorasassal, viztanyér készitéssel, ontdzéssel KOELREUTERIA

Foldlabdas facsemete Ultetése, gddorasassal, viztanyér készitéssel, dntézéssel ROBINIA PSEUDOACACIA
VAR. UMBRACULIFERA, min 20 cm

Foldlabdas facsemete Ultetése, godorasassal, viztanyér készitéssel, ontozéssel SALIX ALBA cv. TRISTIS, min

Foldlabdas facsemete Ultetése, gddorasassal, viztanyér készitéssel, ontozéssel FRAXINUS ORNUS, min 20

Foldlabdas facsemete Ultetése, godorasassal, viztanyér készitéssel, ontézéssel SORBUS AUCUPARIA, min

Konténeres facsemete Ultetése,godorasassal, viztanyér készitéssel, ontozéssel CHAMAECYPARIS

Konténeres facsemete Ultetése, godorasassal, viztanyér készitéssel, dntézéssel PICEA PUNGENS, 125/150

Killtetett fa kar6zasa 2db karoval

Cserje Ultetése szoliterként,godorasassal, viztanyér készitéssel, ontézéssel COTONEASTER DAMMERI,

Cserje Ultetése szoliterként, godorasassal, viztanyér készitéssel, ontdzéssel JUNIPERUS MEDIA "OLD GOLD",

Cserje Ultetése szoliterként, godorasassal, viztanyér készitéssel, ontozéssel COTONEASTER

Szabadgyokeri cserje Ultetése, godorasassal, viztanyér készitéssel, ontézéssel BERBERIS JULIANAE, 40/60

Szabadgyokeri cserje Ultetése, godorasassal, viztanyér készitéssel, ontézéssel FORSITHIA x INTERMEDIA

Szabadgyokeri cserje Ultetése sovényként, godorasassal, viztanyér készitéssel, 6ntdzéssel LIGUSTRUM

Kéregtakaras a parkoldsavok kozti zold savban 5 cm vtg-ban

Humusz visszatéltés az lltetd gédrokbe

Szelléz6 és 6ntdz6 drén elhelyezése facsemetéknél

A telepitett novényzet gondozasa az aruhaz atadasat kdvetd két év idétartamban

Novényiiltetés

3.1-5 tablazat: a D tevékenységcsoport 67-es feladatcsoportjanak egyes tevékenységei

Miutan minden egyes tevékenységrol megallapitottam, mely feladatcsoportba
tartozik, meghatarozhattam a tevékenységek erdforrasigényét. Az erdforrasigényeket a
feladatcsoportok bérkoltségeibdl szamitottam ki. A feladatcsoportok bérkdltsége harom
tényez6 szorzatabol tevodik Ossze: erdforrasok Osszegének, a munkaordk szdmanak valamint
a munkabérnek a szorzatabol. A teendd tehat a kovetkezd volt: a feladatcsoportok
bérkoltségét leosztani a munkabérrel, majd a munkadradk szdmdval, azaz a tevékenységek

idStartamainak Osszegével (6rdban mérve), majd az igy kapott eréforrasigényt szétosztani az
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egyes tevékenységek kozott. Mindezek eldtt azonban ki kellett szamitani az egyes
tevékenységek idOtartamat 6raban mérve, mivel a vallalat az idGtartamokat napokban adta
meg.

Példaként tekintsiik a 61-es feladatcsoportot, melybe a kiilsé vizellatas tevékenységei
tartoznak (3.1-6 tablazat). Ezen belill harom tevékenység van: foldmunka, csOvezeték-
szerelvények lefektetése valamint az tlizembe helyezés, kiprobalds. A feladatcsoport
bérkoltsége 3569735 Ft. Ezt az 6sszeget osztottuk a munkabérrel, valamint a tevékenységek —
ordkban mért — idétartamaval, igy megkaptuk az erdforrasigények Osszegét, 62-t. Tehat a
foldmunkén, a csOvezeték-szerelvények lefektetésén valamint az iizembe helyezésen Osszesen
62 ember dolgozott. Ezt a 62 embert el kellett osztani az egyes tevékenységek kozott. Az
id6tartamok rendre 120, 80 és 24 6ra. Matematikailag megfogalmazva a problémat, 120 o6raig
dolgozott x ember, 80 Oran at y, 24 o6ran at pedig z. Ezek alapjan felirhatjuk az alabbi
Osszefiiggéseket: 120*x+80*y+24*z=3569735/munkabér, valamint x+y+z=62. E két
egyenletbdl a foldmunkara és a csovezeték-szerelvények lefektetésére 21-21 ember jutott, a
probakra, tizembe helyezésre pedig 20. EImondhat6, hogy egy adott feladatcsoportot altalaban
azonos tipusit munkaerdvel meg lehetett valositani. A feladatcsoportok tevékenységei nem
tartalmaztak atlapolést, igy elsOsorban az Osszes erdforras-sziikségletre voltunk kivancsiak,

illetve arra, hogy hany emberrel lehet ezt a projektet megvalositani.
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Task Name Duration Start Finish March [ April [ha
9 (o 121314 is[ie [i7 18]
5 7 Kiilsd kozmi 76 days | Tue 04.02.24[Fri 04.07.02 R
20 Byizellatas 12 days | Thu 04.03.11] Wed 04.03.31
251 Féldmunka 12 days| ThU04.03.1| Wed 04 0331
2 Csbvezeték szerelvények Fdays| Mon 040515 P02 pzeték szerelvények
03.26
2 Prébak, iizembehelyezés 24days| Men040323) Vied 40531 G4k (izembehelye;
" hioaar
254 = Csapadékviz elvezetés 56 days | Tue 04.02.24)  Fri 04.06.28 P
255 Féldmunka 112days| Tue 040224 Thu 040311
256 vezeték épités 96 days| Thu04.0226 Thuod 0311
= Aknak, iszapfogé beépités AT T AER ) SR s::apfbgﬁﬁ Jeepltes
0316 |
258 Folyokak, viznyeldk 11,2 days| Mon 04.05.03)  Thu 04.05.20 -l Folyuka
o
259 Prébék, Uzembehelyezés 5Gdays| Thu040520(  Frindns2e Pr()bak
260 - Szennyvizelvezetés 34,4 days| Tue 04.03.16] Thu 04.05.13 L
A Ml

3.1-6 tablazat: a ,,Vizellatas” feladatcsoportjanak egyes tevékenységei

Ezzel a modszerrel az er6forrasigények egész jo kozelitését kapjuk. A 3.1-6
tablazatbol lathatd, hogy a vallalat az egyes tevékenységek kezdési és befejezési idépontjat
pontos datumokkal adta meg. A jelenlegi programunk azonban — amely még tesztelés alatt
all —, csak egész szamokkal tud dolgozni. Ezért minden egyes datum helyett egy egész szamot
adtam meg, amely azt mondja meg, hogy az adott tevékenység a projekt kezdési id6épontjdhoz
képest hany munkadra mulva fog elkezdddni, illetve befejezddni. A kezdd tevékenység a 0.
oraban kezdddik el, ehhez képest adtuk meg a tobbi tevékenység kezdési idejét. Ennek
szamitasat egyszerlien az Excel-cellakban végeztiik oly mddon, hogy az adott tevékenység
tényleges kezdési idépontjabol kivontam a projekt kezdési idejét. Ekkor megkaptam, hogy az
adott tevékenység hany nappal kezdddott késdbb a projekt kezdetéhez képest. Ha ezt
beszorozzuk a munkadrak szdmaval (figyelembe véve, hogy a cég atlag napi 10 munkaoraval
szamolt szombat, vasarnapot is beleértve) megkapjuk, hogy a kezdési idoponthoz képest

mennyi munkaoraval késébb kezdddott el az adott tevékenység.
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A moddszer hasznélatdhoz sziikséges, hogy megadjuk minden egyes tevékenység
koveto tevékenységét vagy tevékenységeit, hogy megkapjuk a tevékenységek haldjat. A hald
egy koOrmentes, irdnyitott graf, amelynek egy kezdd és egy végpontja van. A graf
topologikusan rendezhet6. Ha a halot topologikusan rendezziik (vagyis visszafelé mutatd
nyilakat nem engediink meg), akkor a halobdl pontosan latni lehet, hogy az egyes
tevékenységek elvégzése utan mely tevékenységek kovetkezhetnek. Minden olyan graf, mely
iranyitott és kormentes, topoldgikusan rendezhetd. A program topoldgikusan rendezte is a
grafot a konnyebb attekinthetdség érdekében.

A rendelkezésre 4ll6 megeldz6 tevékenységek alapjan Aallapitottam meg a
tevékenységek kovetd tevékenységeit. Tobb esetben a tevékenységek kozotti kapesolat nem
szigoru vég-kezdet jellegli volt, hanem megfigyelhetdk bizonyos helyeken atlapolasok is. Ez
azt jelentette, hogy nem kell megvarni, mig a megeldz6 tevékenység teljesen befejezddik, el
lehet elébb is kezdeni az aktudlis tevékenységet. Ilyen esetekben sziikségessé valt a megel6zo

tevékenység szétbontasa kettd (esetleg tobb) résztevékenységre. Példaul:

Task Mame Duratian Start Finizh Predecessors
114 Tomba|ap0k betonozésa G5 days| Mon 040112 hon 0401 26 11333
113 Elﬁre gyértott k9h9|ynyak ddays| Mon 0401 26|  Frigdm 30 114F5-4 days
16 Monolit vasbeton kehelytalp, tsmbalapok B
17 Szereh'.j’ fagyklzérd betonOk 32days| ThuO4.0205) Tue 040210 11633
115 Elaregyértott ta|pgerend:-ik 7 2days| Tue04.0210)  Friodnz2z0 11755
119 Monolit ta|pgerendék 96 days| Tue 04.0210| Wed 0402 25 1755
120 ViSSZﬁtﬁ |té59k 48 days| Mon 04.03.01| Mon 04 0308 T8F3-7 days
12 Elﬁre gyértott VaSbeton oszlop 4 days | Mon 04.05.01 Fri 04.03.05 118FS-7 days
[ | i

3.1-7 tablazat: tobb tevékenység megel6zo tevékenysége vég-kezdet kapcsolatban volt megadva
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A 3.1-7 tablazatban tobb olyan tevékenységet is latunk, ahol a megadott megel6z6
tevékenység szama utan ,,FS-4 days” vagy ,,FS-7 days” all. Tekintsiik a 115-0s tevékenységet.
Ez a tevékenység akkor kezdOddhet el legkorabban, amikor a 114-es tevékenység
id6tartamabol mar csak 4 nap van hatra. A 114-es tevékenységet tehat két részre osztottuk: az
elsd része 4.8 napig tart, a masodik része pedig 4 napig. Az eréforrasigény mindkét
résztevékenységnél ugyanannyi maradt, mint az eredeti tevékenységnél, a valtozas csak a két
résztevékenység iddtartamaban, illetve a befejezési és kezdési idejében jelentkezett. Ezeket az
atalakitasokat csak a program alkalmazhatosdga érdekében végeztem el. Tényleges
megszakitas nem tortént a tevékenységek kozott.

Elmondhat6, hogy a kereskedelemben kaphaté projektmenedzsment-szoftverek
legtobb lehetdségét egy atlagos projektszervezet nem hasznalja ki. Fontos, hasznos funkcidk
viszont a legtobb kereskedelmi szoftverbdl hidnyoznak, illetve kezelésiik igen nehézkes (pl.
optimalis erdforras-allokacid megtaldlasa, tevékenységek, koltségigények, erdforrasigények
bizonytalansaganak meghatarozasa stb.)

Mivel a csuszasok egyik oka lehet, hogy nem megfeleléen hasznalja fel a vallalat a
rendelkezésére allo eréforrasokat, igy fontos szempont — féleg nagyobb beruhazasok esetén —
az erdforrasok helyes felhaszndldsa, valamint az egyes tevékenységekhez kapcsolodo
eréforrasigények Osszevetése a rendelkezésre allo erdforrds-kerettel. Ahol sok parhuzamos
tevékenység folyik egy idOben, és ezek elvégzéséhez pl. tobb munkaerdre van sziikség, mint
amennyi a cég rendelkezésére all, ott vagy mas vallalat segitségét kell igénybe venniink (pl.
alvallalkozék bevondsa), ha idében el akarjuk végezni a tevékenységeket (iddkorlatos
er6forras-allokacid), vagy ha erre nincs mod, akkor idében késobbre kell beiitemezni a
tevékenységeket (eréforras-korlatos eréforras-allokacio).

Szintén nagy hianyossaga a kereskedelemben hasznalt szoftvereknek, hogy nagyon
nehézkesen lehet csak veliik kezelni az alvéllalkozasoknak kiadott munkékat. Itt ugyanis arrol
van sz0, hogy az eréforrasokkal nem az adott vallalat, hanem az alvallalkozék rendelkeznek.
Szerzddés szerint, meghatarozott dij ellenében, adott id6pontra elvégeznek egy (vagy tobb)
tevékenységet. Tobbek kozott ez az oka, hogy azok a véllalkozasok, akik alkalmaznak is

valamely projektkezeld szoftvert, megelégszenek a tevékenységek litemezésével.
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120 Témbalapok hetonozasa 1. 43 530 23200 5300 18 4 HextActivities
& HextlD (5]
b Text
1121
2122
3123
4124
5125
_ Ll 6128
121 Témbalapok betonozasa 2. 40 578 23|E BTG 1@ ¥ HextActivities
122 Elfregyarott kehelynyak 40 G670 2420 EBV0D MG i HextActivities
123 Monolt vazbeton kehelytalp, 72 670 2420 670 16 » HextActivities
tambalapok
124 Szereld, fagykizard betonok |32 70 280 70 1B 4| NextActivities
| {} HextiD 212
125 Elfregyarot talpoerendak 1. 2 20 M2 82 19 4 HextActivities
& HextlD (5]
fibe Tt
1126
2129
3130
4136
_ Ll 5 145
126 Elfregyardott talpoerendak 2. 30 22 M4 82 14 4 NextActivities
& HextlD (3]
fibe Text
1127
2132
_ Ll 3133
127 Elfregyadott talpoerendak 3. 40 G52 M44 882 19 | HextActivities
128 Monolt talpoerendak 96 820 2370 B20 M9 = HextActivities
129 Visszatitések 44 1020 2450 1020 16 | HextActivities

3.1-8 tablazat: az el6zo tablazat megvalodsitasa XML allomanyban. Az egyes oszlopok balrél jobbra a
kovetkezok: tevékenység sorszama, neve, idotartama, legkorabbi kezdésének ideje, legkésobbi kezdésének
ideje, tényleges kezdésének ideje, eréforrasigénye, koveté tevékenységei. Néhany tevékenység koveto
tevékenységeit részletezve lathatjuk

3.2 Alkalmazott informatikai technolégiak bemutatasa

Egy projektszervezet donthet ugy, hogy nem alkalmazza az iitemezés és er6forras-allokacios
modszer lehetdségeit, illetve olyan informatikai alkalmazédsokat, melyekkel optimalis
er6forras-allokaciot hatarozhat meg. Ebben az esetben azonban — fdleg nagyobb projektek
esetén — nehezen biztosithatd, hogy a projekt meghatarozott idon beliil befejezddjon. Kisebb
projektek esetén gyakran eltekintenek az {itemezés ¢&s er6forras-allokdcios modszer
lehetdségeitdl, mert azt egy tapasztalt projektvezetd sok éves tapasztalatabol adoddan atlatja,

¢s az egyes varatlan eseményeket kezelni tudja.

173



Gyakorlati alkalmazas

Ha egy véllalat csak litemezi a projektben elvégzendd tevékenységeit, akkor is meg

kell becslilnie az egyes tevékenységek varhatd idotartamat. Két lehetésége van: vagy fix

r

24

idotartamként kezeli az egyes tevékenységek idOtartamat, és az utdlagos korrekciokat késobb

végzi majd el a tervben, vagy eleve valoszinliségi valtozoként kezeli a tevékenységek

id6tartamat, ezzel bizonyos hatarokon beliil kezelni tudja a projekt atfutdsi idejének

bizonytalansagat. Tervezni tudja, hogy adott valdszinliségi szint mellett varhatéan mikor fog

befejezddni a projekt. A bemutatand6 projektben fix idétartamokkal dolgoztak. Ennek egyik

oka, hogy a wvallalat altal hasznalt Microsoft Project kezeli ugyan a tevékenységek

iddtartamanak bizonytalansagat, azonban ezek a lehetdségek igen korlatozottak.

A vallalat altal alkalmazott projektmenedzsment-szoftver széles korben alkalmazott

iitemezd ¢és erdforras-allokald szoftver. Szédmos kényelmi funkcidja (pl. projektnaptar,

er6forrasok, koltségek idébeli  felmeriilésének

projektmenedzser munkajat.

nyomonkdvetése stb.) segiti

a

‘& Microsoft Project Q@

Fle Edt ‘iew Insert Format Took Project Collaborate  Window Help  Adobe PDF
D2EH SRY BR v @ =88 5 oo -2 3 7 @b & = dowr Al 14+ BIU T:

Resources Track Report Next Steps and Related Activities =

nEE. OEEEERE.

Homlokeat acélszerkezet

st - @ X

Tazk Mame
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3.2-1 abra: a Microsoft Project kezelofeliilete
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Rendelkezésre allt egy Microsoft Project altal készitett iitemterv. Ezzel a szoftverrel

lehetéség van a tevékenységek logikai Osszerendelésére. Ebbdl a program automatikusan
kiszamitja a tevékenységek legkorabbi ¢és legkésobbi kezdését, illetve befejezését.
Természetesen lehetdség van egy-egy tevékenység kezdési idejét kozvetleniil is megadni. A
logikai Osszerendelések sem kotelezd jellegliek. Ha viszont a meglévo logikai kapcsolatokat
nem modellezziik, akkor a tevékenységek esetleges csliszasa esetén a rakovetkezési
relacidban 1évo, de a feladatban logikai kapcsolattal nem modellezett tevékenységek cstiszasa
nehezen kovethetdé nyomon. Ilyen csiszasok sok esetben az erdforrasok helytelen
felhasznalasabol, kiilsd kornyezeti hatdsokbol vagy elére nem vart okokbdl addédnak (pl.
hosszll es0z¢€s, hosszantartd fagy stb.). Mivel a vallalat ebben a programban sem a koltségek
felmeriilésével, sem pedig az eréforras-sziikségletekkel nem szdmolt, igy sok tevékenység

logikai Osszerendelése elmaradt, illetve hidnyosan allt rendelkezésre. Eldszor Ossze kellett

rendelni a tevékenységeket megfeleld logikai sorrendben.

El Microsoft Excel E|E|g|

Fall Sezerkesztés  Mézet  Beszirds  Formatum  Eszkdzék  Adatok  Ablak  S0gd  Adobe POF -8 X

ZEH 3> ad -14vﬂ %E@%:? DAL 2

ke kel Ly WEL s

.
Al M f Fodsszesitd - Hauptsumme
A B E F G =
1 Fobsszesitd - Hauptsumme o
55T Munkanem Amyag Dil Ogszes
Material Lohn Summe
2 (netto HUF)  (nettd HUF) (nettd HUF)
3
4| A Epitdmesteri munkak
5 000, Ideiglenes melléklétesitmenyek [ 45615487 33846287 7 945 175
6 | 001. Epitéseldkészitd munkak
7002, Faldmunksk i g772200" g054930" 17827130
8 003, Epitdmester tizvédelem r r r
9 | 008, Ducolés, clipdzés, sajtolds munkak

10| 008, | virtelentési munkak
11| M0, Draincstvezés munksk

12 M2, Kémivesmunkak [ 5964 0107 22434487 8207 458
13| 013. Betonozasi és vasbeton munkak r 107 181 1427 37 955 3387 145 1359 430

14 | 014, Kfaragd munksk és betormegmunkalas

15 016. Acs és faipari munkak i 2109607 1251907 336 150
IR =T 2 ] P T r 7 77 e F an nrn e F P N T T P
W 4 v W]\F. / Foosszesits {8 /D /E/ T‘| r il
fész MM

3.2-2 abra: a Microsoft Excel kezelofeliilete
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A koltségigényeket kiilon Microsoft Excel tdblazatban kaptam meg. Az elvégzendd

tevékenységek anyagkoltségei, illetve bérkoltségei is szerepelnek egy-egy tevékenység
mellett. Ha tudjuk, hogy egy tevékenységnek mennyi a bérkoltsége, az iddtartama, valamint
szamolhatunk egy Orabérrel, akkor hozzavetdlegesen meg tudjuk becsiilni az emberi
er6forras-sziikségletet a kovetkezd képlettel: bérkoltség (adott tevékenységre) (Ft)=
tevékenység iddtartama (nap) x munkaora egy nap alatt (6ra/nap) x orabér (Ft/ora) x
munkdsok szdma. Ha ezen adatokat meghataroztuk, akkor a feladatra kereshetdé egy
megengedett erdforras-allokacid adott erdforraskorlat esetén. Optimalis megoldast egy
altalunk kifejlesztett parhuzamos Branch and Bound mddszeren alapuld eréforras-optimald
algoritmussal kerestiink. Ehhez at kellett az adatokat konvertalni . XML formatumu file-ba,
mivel ez a program ilyen tipusu file-okbdl olvassa be az adatokat.

Az XML (eXtended Markup Language) formatumu tarolas egy széles korben elterjedt
taroldsi modszer. A legtobb szoftvernek — igy a Microsoft Projectnek is — van .XML-file
kimenete. Ennek a tarolasi modszernek eldnye, hogy lényegében barmilyen informaciot,
szoveget, képet, videot, tablazatot, kiilonbozdé specidlis adatokat tarolhatunk. A tarolas
mikéntjére egy ugynevezett definicios file-t készithetiink, mellyel az adatok helyes tarolasat
ellendrizhetjiik.

A feldolgozas soran mi is kialakitottunk egy nagyon egyszeru taroldsi szabalyt, mely
csak a legsziikségesebb adatokat tartalmazza: erdforras-korlat (Resource Bound), erdforras-
tipus (Resource Type), valamint a tevékenységek csoportja (Activities). Ezenkiviil tartalmaz
olyan mezdket is a definicids file, melyeket nem a felhasznaloknak kell kitdltenie, hanem az
er6forras-optimald program fogja ezeket futds kozben kitdlteni; ilyen pl. a Branch and Bound
faban a problémak szétbontdsa részproblémdakka (Number of Problem State), illetve a
korlatszamito fliggvény értéke (Bound), valamint az Gsszes felhasznalt tartalékidd Gsszege
(Total Used Slack Time). A definicios file-t az Altova XMLSPY program segitségével
készitettiik, mely egy nagyon konnyen hasznalhato . XML-file szerkeszt0 program.

176



¥ Altova XMLSPY - [mpm *]

Gyakorlati alkalmazas

EBX

Fle Edt Project #ML DTD{Schema Schemadesign #SL Authentic Conwert Wiew Browser WSDL SOAP Tools ‘Window Help
-8 X
D@ BF & s-0 v hds YIH
Project R R Elements s X
Examples ¥ ERALLOPT sequence of
+ rg-Chart Elis HumberQfProbl... #PC0ATA
+ wpense Repart Eln ResourceBound  #PCOATA
+ nternational ElnResourceType  #PCOATA
¥ Lchase Oider Ew Bound BPCOATA
t 0AP Debugger En TotallsedSlack... #PCOATA
x WSDL Editor Activities sequence of
+ ndustryStandards Eln Activity 1 ar move
+ MLl-based Website o Activity sequence of
+ aming £l
Eln Hame: Attributes . X
Elm Duration
Elii EarliestStart Time
ElmLatestStartTime
Elii StartTime
EnResourceleed
_ Elii Hext Activities
En i FRCOATA
Eln Hame #PCOATA
El Duration HPCOATA
Eln EarliestStartTime #PC0ATA —
" Enfities ao®
ElnLatestStartTime  #PC0ATA
Info + X || |ElnStartTime #PCOATA
ElnResourceleed  #PCOATA
¥ Hexthctivities sequence of
Elm HextiD HPCOATA
Text Grid Browszer
i
¥MLSPY w2004 rel, 4 U Registered ko kest (ORION) ©1998-2004 Altova GmbH & Altova, Inc, Lni, Col1 R

3.2-3 abra: az Altova XMLSPY hasznalata . XML definicios fajl készitéséhez

Egy-egy tevékenység esetében tovabbi adatokat is tdrolunk: a tevékenység
azonositojat (ID), melyre Osszerendelés soran hivatkozhatunk; a tevékenyég nevét (Name); a
tevékenység idotartamat (Duration); legkorabbi kezdési idejét (Earliest Start Time), mely a
tevékenység tényleges kezdésének also korlatja lesz (ezt a logikai halo segitségével is
meghatarozhatjuk, illetve mi magunk is mddosithatjuk); taroljuk tovabba a tevékenység
legkésobbi kezdési idejét (Latest Start Time) is; ezen kivill taroljuk a tevékenységek
eroforrasigényét, valamint a kovetd tevékenységek azonositojat is. Ehhez hasonlé . XML file-t
kaphatunk, ha a Microsoft Project altal hasznalt projekt file-t . XML-formatumban mentjiik ki.
A projektben kiszamitott adatokat — atalakitd program hijan — manudlisan vittiik be az eldre
kialakitott definicios file-nak megfeleléen. (A konvertal6d program jelenleg fejlesztés alatt all.)
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3.2-4 abra: az Altova XMLSPY hasznalata . XML-file adatainak felviteléhez

A definiciés file-nak megfelelden a program minden mentésnél ellendrzi, hogy az
elére definidlt szabalyoknak megfelelden vittilk-e be az adatokat. Az optimald program
jelenlegi megvalodsitasa egész szamokkal dolgozik, igy az Excel program segitségével a
kezdési, lefutdsi és befejezési idoket atalakitottam munkaodrdkra. 10 munkaérat szamolva
naponként kdnnyen visszairhat6 az eredmény az eredeti file-ba.

A kapott .XML-file-ban 1év6 adatokat ellendrzésképpen kirajzoltattam egy altalam
készitett programmal. Ennek a kirajzolason kiviil az volt a feladata, hogy a
megoldoprogramhoz tesztfeladatokat gyartson, hogy annak helyes miikddését tesztelni
lehessen. A tesztelés sordn a megoldoprogram sokkal gyorsabban oldotta meg a feladatokat,

mint azon modszerekre készitett szoftverek, melyeket az 1.6.2-es fejezetben bemutattam.
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3zintek szama 0 200 20/ 30/ 30 a0 a0 40 40 a0 a0 40 40 a0 a0 40 a0 a0 g0 100
Cslesok szama g g g g g g g 12 10 14 16 18 20 a0 a0 2 ] 10 0 100
Max.r épés AL A A a1 A 1 A A 2 3 4 4 s s 5
Evéfomas kol ®| 28] & | 4 B M| 51| 5| | eo| w] 75| 60| 70| 65| | o] 175|300
Tevékenységekszama | 30| 50| 80| 100] 130] 150] 180 230 250 310 340) 360) 390 430 440[ 480 350{ 1000 1635 12
Elmozgatott tev. szdma g 4 3] 14 12 13 18 K] ] a0 51 il 25 3 P 57 B3 92 12 284
1. mérés (ms) I | = L] 42 44 45 a0 52 54 ] B2 78| 1200 188 342 g12 4524
2 mérés (ms) W] 27| s 3| | a4 a4 [ s 53 &7| 61| 78| 114 {57 3| 605 4
3. merés (ms) 120 20 | 30| 3 3 a0 43 43 49 a1 52 a7 ] 76| 109 182 33 501 4501
4. merés (ms) 120 200 26 30| ] a0 42 42 13 a0 52 a6 ] 75| 108 182 334 788 43
5. mérés (ms) 120 19 26| 30 M ] k] 42 42 7 50 52 56 ] L= 330 775 4321
5_mérés (ms) 11 fo] 2| o] 3 = @ 40 1] 47| 9] &1 se| & 74| o] {51 | 7| dom2
7. merés (ms) 0 18] 26| 28| 33 37 3 40 41 46 49 a0 85 & 2106 142 3% 770 4201
5. merés (ms) ol 1§ 24| #@ 32 3 3 34 40 16 13 44 a4 ] 63 102 140 34 7BS 4136
9. mérés (ms) o7 24 @ 32 ¥ 3 32 ] 16 18 43 24 54 B4 102 133 320 7B4 4102
10 mérés (ms] 10 17| 24l 2| | | | | | 4| 47| 47| 53 &4 64| 1o {3 15| 7eo| 4024
Atlag 11,60]18,10]75,80[29,50 73,50 37,50] 39,20] 41,00 41,60] 47,30] 4950/ 50,80 55,60] 57,80] 72,20[107.60] 150,60 329,20 780,80( 4294,30
Szdras 176] 166) 140] 143) 178 158 162 205] 201 1B4[ 143 280 1A8[ 2500 5090 SA3[ 1481 FUI 1884 18501
Relativ szdras 0,15 0,09/ 0,05 0,03 003 004 004 005 005 003 003 004 003 005 007 005 0400 002 0,02 0,04

3.2-1 tablazat: a megoldo6 program lefutasi sebessége ms-ban

A megold6 program 1000 tevékenység esetén 9000/329,2 = 27,28-szor gyorsabb, mint
az eddig leggyorsabbnak tartott dinamikus programozéason alapuld szoftverek. (Raadasul a
JINI-alkalmazasnak koszonhetéen a megoldds sebessége mérésrdl mérésre egyre kisebb,
hiszen a rendszer maga is alkalmazkodik a feladathoz, ¢és legkdzelebb mar hatékonyabban
osztja el a szamitogép erdforrasait.) Lathatd, hogy nagy szdmu, akar 5 000 tevékenységet
tartalmazo projektet is 5 masodperc alatt optimalhatunk.

A fenti

adatok természetesen 1 szamitogép hasznalata esetén értendok. 300

tevékenység feletti projektek optimalasa soran mar érdemes esetleg a vallalatban mar meglévo

haldzatot is kihaszndlni egy-egy nagyobb feladat megoldaséra.

Tevékenyséy szamat Szamitogépek szama Rotativ sobesssgesskkenss
Programfutisi ariny 11 2 & 10

0] 1| 057 067 0B5
50 10 104) 085 079
80 1) 0% 078] 070
100] 1| 088 076 087 _—
130 1] 075 051) 083 —
150 1| 0B7) 045) DB4
180 1| 0p4) 046| 045
200 1072 050 044
A0 1] 067) 041) 032 004
30| 1| 052 042] 0,29 014 b
0] 1| Dje| 042] 08 010 Rt g
B0 oA A nmon
G EE IEEE .
300 DR 0A 005 0N w—e
a0 11077 06 018 03
0] [ o] 022 048] 012 | \
BR0| 1| Df2] 026 OB 012 °*° e —
o0l 1] og7] 022] 093] 012 | e = L il
1636 1| 0B8] 0.21) 0,14 003
52| 1| 08 0200 o) ome| |

Atlag 1000 0.72] 043[ 0,357 026] o e ——

Szoras 0,00 0,13] 0,20/ 0,4/ 0.23 k 2 ) i : & h p 8 & ;

3.2-5 abra: az optimalasi id6 gyorsitasa tobb szamitégép egyidejii hasznalataval
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A tablazatban a tevékenységek relativ futasi id6i szerepelnek az egy szamitogépet
hasznalé lefutasi idét 1-nek (100%-nak) tekintve. Lathatd, hogy jelentds gyorsitds csak
megfeleld szamu (legalabb 300) tevékenység optimalizalasakor jelentkezik.

Magaba a véletlengenerator programba is szamos funkcidt beépitettem, mely az
ellenérzést szolgalta (pl. halé iddadatainak, erdforrasadatainak vizsgalata, eréforrasok,
topologikusan rendezett haldés diagram megjelenitése stb.). Mivel a program topologikusan
rendezi a halét, igy ellendrizhetd, hogy a grafban nincs-e kor (ekkor ugyanis topoldgikusan
nem rendezhetd a graf), valamint egy kezdd, és egy befejezd tevékenysége van-e a halonak. A
programmal egy véletlengrafot lehetett generalni, mellyel a megoldoprogram helyességét
lehetett ellendrizni. A véletlengraf esetén be lehet allitani a topoldgikusan rendezett graf
szintjeinek szamat, maximalis szélességét, ¢és a kapcsolatok maximalis szamat. (A
beallitdsoknak megfeleld tesztfeladatok paramétereit a 3.2-1 tablazat tartalmazza.)

Ezekkel a beallitasokkal tulajdonképpen barmilyen struktiraji problémat lehetett
generalni. Ennél egyszertibb véletlengraf-generatort korabban mar publikaltak. [95, 383]
Ezzel a programmal azonban mind determinisztikus, mind sztochasztikus grafot lehet
generalni. Ezenkiviil pedig koltség-optimalizalast is lehet a halon végezni mind

determinisztikus, mind pedig sztochasztikus esetben.
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3.2-6 abra: a feladat kirajzolasa, a kapott MPM-halé ellendrzése, az algoritmus tesztelése véletlenfeladat-

generator segitségével

A mar .XML-file-ban elkészitett adatokat ezutan maganak a megold6 programnak
adtam at. Ez a program ugyanilyen file-ba irja vissza az eredményeket. Ez a program az
altalam kifejlesztett eréforras-allokacidos modszer alapjan dolgozik. Az eredeti problémat tobb
részproblémara bontja, majd ezeket kikiildi mas szamitogépekre. Ezek a szamitogépek pedig
visszakiildik az eredményt. Els6sorban ennek a szétbontasnak 200 tevékenység felett van
értelme. Ekkor mar szamottevd a feladat megoldasi idejének csokkenése. A programnak a
JaBBa nevet adtuk, mely a Jini and Branch and Bound Algorithm szavak kezddbetiiit

tartalmazza.
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3.2-6 abra: a JaBBa problémamegoldo-kérnyezet felépitése

A problémamegoldo-kornyezet 4 részbdl all. A felhasznalo (user) elkiildi az adatokat a
menedzser-kiszolgalé allomasnak (manager service). Ennek a munkaallomasnak a feladata,
hogy a feladatot tobb részfeladatra bontsa, valamint ezeket szétossza a hdlozaton. A feladatok
megoldasai hattérben tobb munkadllomason (workstation) is egyidejlileg folyhatnak. Ennek
koordinalasa is a kiszolgalo szerver feladata. A munkadllomasok olyan megoldofiiggvényeket
hasznalnak (native libraries), melyekkel az adott részproblémat ki tudjak értékelni. A
programban alkalmazott JINI-technologia kifejezetten a halozatos architektirakra kifejlesztett
parhuzamos adatfeldolgozast segité fliggvénykonyvtar, mellyel a feladatok szétosztasa, illetve

a hal6zat menedzselése sokkal konnyebben és megbizhatobban megvalodsithato.
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Optirization finished in 1547 ms.

3.2-8 abra: a JaBBa problémamegoldé-kornyezet kliens oldali feliilete

A kliens oldali felhasznaldi kdrnyezet megmutatja az eredeti megengedett eréforras-
allokéciot, majd optimalds utdn felrajzolja az optimalis erdéforras-allokacid terhelési
diagramjat. Mindegyik tevékenységet mas szinnel jeleniti meg a program, hogy a
tevékenységek kezdésének valtozasat nyomon tudjuk kovetni. Azon tevékenységeket,
amelyeknek valtozott a lefutdsi ideje, a szoftver kiilon pirossal kiemeli. Lathatjuk, hogy a

tevékenységek kezdési ideje mely értékrdl csokkent le az adott kezdési idore.
3.3 Eredmények

Az alkalmazott modszerrel jelentdsen lehetett a tevékenységek kezdési idejét csokkenteni.
Pusztan a megfeleld logikai dsszerendeléssel 2528-r61 1432 munkadrara lehetett csokkenteni
a projekt atfutdsi idejét. Ez mintegy 43,75%-0s csokkenést jelent. Az optimalis megoldas
josaganak értékelésére egy mutatdszamot dolgoztunk ki. Kivancsiak voltunk, hogy atlagosan
egy tevékenység mikor kezdddhet korabban a megengedett, illetve az optimalis megoldasban.
A mutatoszam kialakitasa soran figyelembe vettiik, hogy mennyivel kezdddhettek kordbban a
projekt kezdetéhez képest az egyes tevékenységek a megengedett, illetve az optimadlis

megoldasban. Ha az eredeti és az optimalt adatokat osztjuk egymassal, akkor megkapjuk,
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hogy a tevékenység kezdési ideje hany szazalékara csokkent a projekt kezdetéhez képest.

Minden tevékenységre elvégezve, az adatokat esetlegesen a tevékenység iddétartamaval
sulyozva megkaphatjuk, hogy egy atlagos tevékenység kezdési ideje hany szazalékara
csokkent a logikai Osszerendelések, illetve az eréforras-optimalds utan a projekt kezdetéhez

képest. Erre a kovetkezd sulyozott értékeket hasznaltuk:

n ESTimegeng. i ESTiopt. n ASTingC“g- . ASTOP‘,
megeng. i=1 i EST| > opt. i=1 i ESTl b megeng. __ i=l l AST; ’ Z di AS"I* . (3 . 3 - 1 )
EST  — . EST — . AST  — 4 e = ':]ni‘
zl: d, >d, ;di >4

A valtozast mind a legkorabbi kezdésre (EST = Earliset Start Time), mind pedig a
tényleges kezdési idokre (AST = Actual Start Time) megvizsgaltuk, a megengedett és az
optimalis megoldasok esetén is meghataroztuk ezeket az értékeket. Azt szerettiik volna tudni,
hogy atlagban hany szazalékéra csokkentek a tevékenységek kezdési idoi az eredeti adatokhoz
képest a projekt kezdetéhez viszonyitva. Az atlagos érték kiszamitadsanal sulyoztuk a kezdési

1d6k hanyadosat a tevékenységek id6tartamaival.

Az eredményeket az alabbi tablazatban foglaltuk 6ssze (az értékek %-ban értendok):

n EST_mEEEHE n ESTON' n AST~ngC“g' n ASTOP‘-
g B 4, T $q AT >, AT
megeng. __ i=l EST1 opt. __ =l EST| megene. i=1 AST‘ opt. __ i=l AST|
T EST = n Qpsr ' =—————— AST = n
2d; pat Zdi 2d;
i=1 i=1 e i=1
31,72% 31,72% 38,31% 37,42%
3.3-1 tablazat: a tevékenységek (legkorabbi/tényleges) kezdési iddinek valtozasa (stlyozott
értékek)

Sulyozas nélkiil az adatokat az alabbi tablazatban foglaltuk 6ssze (az értékek %-ban

értendok):

184



3. Gyakorlati alkalmazas

n EST;megeﬂg. i EST;OPI. n ASTwimegengA i AST[opl,
megeng. _ i=1 EST; 0!”‘ = ﬂ megeng. __ i=1 AST: opt. _ ﬂ
EST | — Y EST " usT = 7’1 AST n
30,62% 30,62% 38,06% 37,24%
3.3-2 tablazat: a tevékenységek (legkorabbi/tényleges) kezdési idéinek valtozasa (stilyozatlan
értékek)

Az adatokat tehat a kovetkezdképpen értelmezhetjiik: egy atlagos tevékenység
legkorabbi kezdési ideje 30,62%-ara csokkent (a projekt kezdetéhez viszonyitva) mind a
megengedett, mind pedig az optimalis megoldas esetén. Ha a tevékenységek iddtartamat is
figyelembe vessziik, akkor ez az érték 31,72%. Lathatd, hogy az optimalis megoldas esetében

a tényleges kezdési id6 a megengedett megoldashoz képest tovabb csokkent.

Tovabbi fontos érték az 6sszes felhasznalt tartalékido szamitasa. Ennek szamitasat a
kovetkezoképpen tehetjiik:

TUSTmegeng. — ZAS]‘;VHCgEng. _ EST;megeng. :3879,7 nap’

)
TUST ™" = iASTl."’”' — EST”" =3512,1 nap.
)

Az 0Osszes felhaszndlt tartalékid6 (Total Used Slack Time) értéke mind a
megengedett, mind pedig az optimalis megoldasban az Osszes tevékenységre a tevékenység
tényleges kezdése minusz a legkorabbi kezdése. A megengedett megoldasban, ahol az
er6forraskorlatot (max. 400 f6) nem Iéptik tal, a tevékenységek Osszes felhasznalt
tartalékideje munkaodraban 31176 6ra. Az optimdlo algoritmusunk ezt az értéket 9,47%-kal
csokkentette (azaz 25940 munkadrara) Ugy, hogy az eréforraskorlatot tovabbra is figyelembe
vette. Ez az érték azt jelenti, hogy az alternativ Gton 1évo tevékenységek kezdési id6i tovabbi
9,47%-kal csokkenthetok a megengedett megoldasban szerepld tevékenységek kezdéseihez
képest.

A megoldasi id6 631 ms, ebbdl tisztdn az algoritmus lefutdsi ideje (halozati
kommunikécids idét nem szamitva) 142 ms, tehat joval kevesebb, mint egy masodperc. A
teljes megoldasi idéhoz még hozza kell adni a megengedett megoldas keresésének idejét is.

Erre azonban mar olyan heurisztikus algoritmusok is léteznek, amelyeknek a lefutédsi ideje
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kevesebb, mint 1ms 1000 tevékenység esetén is (lasd 1.6.2 fejezet). Ezért ez a szamitasi 1d6
gyakorlatilag elhanyagolhat6.

Amennyiben a vallalat kihaszndlja a projektmenedzsment-szoftverek nyujtotta
lehetdségeket, jelent6sen csokkentheti a projekt atfutasi idejét pusztan azaltal, hogy a
tevékenységek megfeleld logikai sorrendjét helyesen modellezi. Ebben az esetben az atfutasi
id6t tekintve mintegy 100,00%-56,25%=43,75%-0s a csokkenés. Napokban mérve 252,8-
143,2=109,6 nappal elébb lehetett befejezni a projektet. Ha a szervezet az eréforrés, illetve
koltségigényeket is figyelembe veszi, akkor olyan iitemtervet hatdrozhat meg, mely a
rendelkezésre allo erdforrds-, illetve koltségkorlatokat is figyelembe veszi. A modszer
segitségével elsésorban fixkoltséget (pl. bérleti dijak) lehet csokkenteni azaltal, hogy a
projektet mintegy 109 nappal eldbb be lehet fejezni. Ezenkiviil a megvalositasi 1d6 nagysaga a
palyazat odaitélésénél fontos szempont lehet. Ha egy cég ugyanannyi, vagy kevesebb
0sszkoltséggel, kevesebb id6 alatt meg tudja valositani a projektet, az a tobbi céggel szemben
komoly versenyelényt jelenthet. Az eréforras-sziikségletek, erdforras-korlatok nem alltak
rendelkezésiinkre. Koltségigényekbdl megbecsiilve az erdforras-sziikségletet az erdforras-
korlatot mintegy 2/3-ara lehetett csokkenteni tigy, hogy még megengedett (és ebbdl optimalis)
eréforras-allokaciot lehetett talalni.

A programot tovabbi rovidités utan koltségoptimalis erdforrasallokaci6 (ERALL-
OPT/KLTG-moddszer (lasd 5. fejezet)) segitségével tobb mint két héttel tovabbi 14,1 nappal
143,2 naprol 129,1 napra lehetett redukalni. Ez tovabbi 9,85%-0s csokkenést jelent, ami
viszont 145 200 Ft tovabbi poétldlagos koltséggel jar. A projekt teljes 1 066 500 000 Ft-os
koltségvetéséhez képest (ebbdl kozvetlen pl. berendezések hasznalata, anyagfelhasznalas stb.
401 979 924 Ft, a fennmarad6é kozvetett koltségek, pl. bérleti dijak alvallalkozoi teljesitések
stb. 664 520 076 Ft-ot tesznek ki) ez a potlolagos Gsszeg jelentéktelennek tiinik.

A moddszer 1épései:
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Egységnyi Valtozokoltség-
koltségnovekedési igény Atfutasi

Lsz. Tevékenység neve tényez6 Csokkentés novekedése id6

0. 1432
1. Geberit Pluvia foldbe kerll része 2. 200 4 800 1428
2. Telek- és épiletkitlizés; Munkaterilet-atadas 400 1 400 1427
3. Monolit talpgerendak, alsé falak 600 17 10200 1410
4. Geberit Pluvia féldbe kerilé része 1. 600 4 2400 1406
5. sprinkler foldalatti vezeték I. 600 4 2400 1402
6. szell6zésszerelés az eladotérben 1. 600 30 18000 1372
7. nagy szell6z6 gép elhelyezése, bekotése 600 12 7200 1360
8. Visszatoltések 1200 4 4800 1356
9. szell6zésszerelés a szoc. és az ek. részben 1. 1200 30 36000 1326
10. Epitési szerz6dés alairasa 1400 1 1400 1325
11. szell6zésszerelés Mall 1. 1600 8 12800 1317
12. sprinkler csészerelés a szoc. és az ek. részben |l. 1800 8 14400 1309
13. radiatorok felrakasa a szoc. és az ek. részben 1800 8 14400 1301
14. Humuszleszedés 1.; Beton a témbalapba 1. 2000 3 6000 1298
15. Humuszleszedés 2.; Beton a témbalapba 2. 2000 7 14000 1291
2 [ 145200]

3.3-3 tablazat: a koltségesokkentés 1épései

£ RallOpt Client v0.8

File  Tools

=EE »E

= 4 Erallopt -
= 4 Parameters

= 85 activites

= M5 - ideiglenes energia-kigpités

# MNumberOfProblem: 111

# ResourceBound: 400

# ReszourceType: perzon

# Bound: 3...

# TotallsedSlackTime: 3731..

- Start
- Epitési szerzéicés aldirdsa
- Telek- éz épliletkitiizés
- Munksterilet-stacdés
- Epitési korténer teleptése
IC: 4
Resourceblesd: 4

700 a00 400 1000 1100 1200

Start: 14 (from 16)
EST: 14
# LST: 1195
) Mext activites

® 5 v
| >

<
=3

] puklic (13

*»
*»
# Duration: 96 0 100 200
*»
*»

0 100

200 300 400 s00 GO0

7oo a00 q00 1000 1100 1200

Optimization finizhed in 203 ms.

3.3-1 abra: a projekt megengedett és optimalis megoldasa koltségcsokkentés utan

Mivel a kozvetett koltségek a program eldbbi befejezése miatt elére lathatolag 30 000 Ft

koltségesokkenéssel jarnak naponta, igy a minimdlis atfutdsi id6 egyben minimalis
Osszkoltségigénnyel is jar. A teljes megtakaritas = (252,8-129,1) x 30 000 Ft — 145 200 Ft=
3 565 800 Ft. igy az 6sszes koltség 1 062 934 200 Ft-ra csokken. Tehat a koltségeket mintegy

3,6 MFt-tal az atfutasi id6t pedig majdnem 50%-kal lehetett csokkenteni a szervezési, id6-

koltség és er6forrasoptimald modszerek segitségével.
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Ha a projekt iddtartamanak bizonytalansagat is figyelembe akarjuk venni, akkor
sztochasztikus optimald modszert kell alkalmaznunk. A vallalat eddigi tapasztalatai alapjan
arra a kovetkeztetésre jutott, hogy a tervezett idOtartamokat altalaban sikeriil megfeleléen
betartani. Eléfordul, hogy a tervezett idtartamnal 10%-kal hamarabb, vagy 30%-kal késbb
fejezik be a tevékenységet, de ennek valoszinlisége igen alacsony. Ez a megfigyelés
indokolta, hogy a 3 paraméteres PERT-modszerrel sztochasztikus iddtartamokkal is
megvizsgaljam a projekt atfutasi idejét. Ezért valamennyi tevékenység esetén my;j-nek a
tervezett idotartamokat valasztottam. Az optimista becslés (a(;) az idtartamok 90%-a, (ahol
a technologia megengedte, és nem irtak el6 kotott idétartamot). A pesszimista becslés (b )
pedig az iddtartamok 130%-a lett. Biztonsagi szintnek magas 90%-os biztonsagi szintet
valasztottam. Az atfutdsi idok meghatarozasra Fatemi Ghomi — Teimouri [131] mddszerét
alkalmaztam. E moddszer segitségével a projekt atfutdsi ideje: 155,6 nap lett 90%-os
biztonsadgi szint mellett. Ebben az esetben is taldlhaté megengedett és optimalis

erOforrasallokacio:

£ RallOpt Client v0.8

File  Tools

=EE »E
= 4 Eralopt
= 4 Parameters
# MNumberOfProblemn: 82
# ResourceBound: 400
# ResourceType: perzon
# Bound: 3.
# TotalUsedSlackTime: 3208...
= 85 activities
W0 - Start
W1 - Epitési szerzddés aldirdsa
W 2 - Telek- &= épliletkittizés
3 - Munkaterilet-dtadas
W 4 - Epitési konténer telepitése
W5 - Ideiglenes energia-kiépités
WG - ldeiglenes vizelldtas-kidptés
W 7 - ldeiglenes vizelldtas-kidptés 0 100 200 300 400 4500 60O 700 800 9S00 1000 1100 1200 1300 1400 1500
W 5 - Ideiglenes kozlekedési létesh
W 5 - Ideiglenes kizlekedési létesh

W12 - Telefonvanal-biztostés
W13 - Bortési maradvanyok eftéve hd
| >

1] 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

Optirization finished in 141 ms.

3.3-2 dbra: a projekt sztochasztikus iddtervezés esetén

Természetesen sztochasztikus iddtervezés mellett is lehet koltségtervezést végezni, ehhez a 9.
fejezetben leirt sztochasztikus modszeremet alkalmaztam. A koltség-idé optimalasi

részfeladatot pedig Chrétienne — Sourd [35] modszerének segitségével végeztem, mely egy
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PERT-halokra alkalmazhat6 koltségminimalizalo eljaras (konvex fiiggvényeket feltételezve).

Az atfutési id6 90%-os biztonsagi szint mellett 142,1 nap.

A megengedett €s az optimalis megoldas:

£ RallOpt Client v0.8

File  Tools

sEE »E
= 4 Eralopt
= 4 Parameters
# MumberOfProblem: 103
# ResourceBound: 400
# ResourceType: person
# Bound: 3.
# TotallsedSlackTime: 32503
= 85 Activities

I3

Wo-
- Epitési szerzidés aldirasa
W:2-
ms-
-
Hs-
We-
[
M-
M-

® W1

= W10-
® W11 -
® H12-
+ W3-

Start

Telek- &= éplletkitizés
hunkaterilet-dtadas

Epitési konténer telepitése
Ideiglenes energia-kigpités
Ideiglenes vizelldtas-kigpités
Ideiglenes vizelldtas-kigpités
Ideiglenes kizlekedési létest
Ideiglenes kbzlekedési [étesi
Epitési tébla kinelyezése
Meglévd trafd bontaza
Telefonvonal-biztostas
Bortési maradvényok eftéve v

| »

[} ~
L

7] public (1)

1100

1] 100 200 300 400 500 a00 700 200 400 1000 1200 1300 1400

Cptimization finished in 141 ms.

3.3-3 dbra: a projekt sztochasztikus ido- és koltség-tervezés esetén
A gyorsitds sordn a valtozod koltségek (varhatd) novekedése 138 200 Ft. Az Osszes
koltségesokkenés: (252,8-142,1) x 30 000 Ft — 138 200 Ft=3 182 800 Ft.

A sztochasztikus tervezés soran a tevékenységek iddtartamainak bizonytalansaga
figyelembevételével azt is meg lehet hatdrozni, hogy egy projekt eldrelathatolag pl. 90%-os
valosziniiség mellett hany nap alatt hajtodik végre. Igy a projektmenedzser mar nemcsak a
megvalositasi  idével, varhatdo koltségigénnyel, illetve erdforras-sziikséglettel, de a
megvaldsitas bizonytalansagaval (kockazataval) is elére szamolhat.

A modszer gyakorlati alkalmazhatosagahoz, illetve 1dd-, koltség- ¢€s erdforras-
csokkentéshez sziikség van arra, hogy a vallalat megbecsiilje a tevékenységek iddtartamat,
illetve erdéforras- ¢és koltségigényét. Tovabba sziikség van arra, hogy elkészitse a
tevékenységek logikai halojat. Ezutan az erdforrasokra/koltségekre/atfutasi idére tlizzon ki
egy korlatot, valamint hatdrozzon meg egy célt (pl. lehetd legkorabbi kezdés, egyenletes
er6forras-felhasznalas stb.), melyre optimalni kivanja a feladatot. A bemutatott szoftverek,

illetve modszerek alkalmazasaval az optimalis megoldas megtalalhato.

189



3. Gyakorlati alkalmazas

Azon kivill, hogy a tevékenységek esetén pontosan nyilvan kell tartani a
tevékenységek idétartamat, er6forras-, illetve koltségigényét, szamitastechnikai beruhazast is
igényel a vallalat szamara.

A moddszert egy szamitogépen is lehet futtatni, de féleg nagyobb (legalabb 300
tevékenység esetén) a halozati elosztott optimalizalas jelentdsen gyorsithatja a feldolgozast.
Egy szerver-szamitogép esetén a sziikséges hardverberuhazas kb. 150 eFt - 250 eFt.

Természetesen a vallalatban mar kiépitett halozatot, terminalokat is lehet hasznalni
elosztott optimalizalasra, mely optimalizalds a hattérben futtatva nem zavarja a vallalat
mindennapi munkajat. Uj hélozat kiépitése esetén halézati csatoldk, illetve kabelezéssel
egylitt ez kb. 10 eFt-ot jelent a cégnek gépenként.

A hardverberuhdzasok mellett szoftverberuhdzasra is sziikség van. Kiilonb6zo
projektmenedzsment-szoftverek kiillonb6z6 4aron vésarolhatok meg. Néhany ingyenes
egyszerl projektmenedzsment-szoftveren kiviil a kereskedelemben kaphato alkalmazasok az
50 eFt-tol a tobb millios szoftvercsomagokig terjedhetnek. Ezért az Osszegért mdas-mas
szolgaltatast nyajtanak. A beruhdzasi koltségek ellenére egy tobb millids koltségvetésii, tobb
mint szaz tevékenységet tartalmazo projekt esetén mindenképpen megéri meggondolni, hogy
az 1d6-, koltség- és erdforras-tervezés adta lehetdségeket szamitogépes projektmenedzsment-

szoftverekkel minél jobban kihasznaljuk.
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4,

T1.

T2.

T3.

T4.

Tézisek

Bizonyitottam, hogy egy eroforras-korlatos eroforras-allokacios probléma

tetszoleges megengedett megoldasabol véges lépésben el lehet érni egy adott

célfiiggvény(ek)re (lehetd legkorabbi kezdés, lehet6 legkésébbi kezdés) nézve az

adott erdoforraskorlatokat figyelembe vevo legjobb megoldast (amennyiben ezek

az er6forrasok megujulo eréforrasok), melyet alkalmazni lehet akkor, ha:

o az er6forraskorlat idében allando/nem allando (szakaszonként konstans),

e az id6-, koltség- és erdforrasigény egylittes optimalasa a cél,

o tobbfajta erdforras egyideju, illetve parhuzamosan mikoddé projektek kozotti
er6forras-megosztas kezelése a cél, vagy

o a fenti eseteket egyidejiileg kivanjuk kezelni.

Bizonyitottam, hogy egy megvaltozott eréforras-korlatos eréforras-allokacios
probléma tetszoleges megengedett megoldasabol véges 1épésben el lehet érni adott
célfiiggvény(ek)re nézve az adott korlatokat figyelembe vevé legjobb megoldast
(amennyiben ezek az erdéforrasok megujuld eréforrasok). Az eljarast alkalmazni
lehet, ha valtozik:

o az eroforraskorlat,

e atevékenységek idOtartama vagy

o azerOforrasigénye, illetve

e czen valtozasok koziil egyszerre tobb is bekovetkezik.

Igazoltam, hogy minden olyan esetben, ahol meghatarozhaté vagy megbecsiilhet6
egy tevékenység idétartamanak, eréforras-sziikségleteinek varhato értéke illetve
szorasa, valamint létezik az eréforras-allokacios probléma egy adott biztonsagi
szintre vonatkozo, adott korlatokat figyelembe vevé megengedett megoldasa,
akkor véges 1épésben talialhato - egy adott, a menedzsment altal meghatarozott,
célfiiggvényre nézve - az adott Kkorlatokat figyelembe vevé, adott biztonsagi

szintre nézve optimalis megoldas.

Igazoltam, hogy a Kidolgozott mddszerrel egy megvaltozott eréforras-allokacios

problémabol véges lépésben talalhat6 adott biztonsagi szintre nézve, adott
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TS.

korlatokat figyelembe vevo, adott célfiiggvényre nézve optimalis megoldas. A
modszert alkalmazni lehet, ha valtozik:

o az eroforraskorlat,

e atevékenységek idOtartama vagy

o azerdforrasigénye, illetve

e ezen valtozasok koziil egyszerre tobb (akar mindegyik) is bekovetkezik.

Igazoltam, hogy minden olyan esetben, amikor meghatarozhato a tevékenységek
idotartamai és valtozo koltségei kozott egy determinisztikus vagy sztochasztikus
fiiggvénykapcsolat, akkor megengedett megoldas létezése esetén meghatarozhaté
(feltéve, hogy a becsiilt valdsziniiségi valtozok (erésen) stacioner ergodikus
valésziniiségi valtozok):

e az 0sszkoltségminimalis optimalis eréforras-allokacio,

o minimalis atfutdsi idovel rendelkez6 optimalis eréforras-allokacio.
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5. Fiiggelék

5.2 A dolgozatban hasznalt jeldlések

Jelolés Magyarazat
(i.j) Tevékenység, ahol i esemény a tevékenység kezdete, j a tevékenység befejezése.
A Az alaphalmaz, amely valamennyi tevékenységet tartalmazza.

a,b,m | Optimista-, pesszimista-, legvaldsziniibb id6tartambecslés

dij (ij) tevékenység idStartama.

EET; |iesemény legkorabbi bekovetkezési ideje.

EFTg; |(ij) tevékenység legkordbbi befejezési ideje.

EST;; |(ij) tevékenység legkordbbi kezdési ideje.

LET; |Jesemény legkésébbi bekovetkezési ideje.

LFT;; |(ij) tevékenység legkésdbbi befejezési ideje.

LST;; |(ij) tevékenység legkésobbi kezdési ideje.

P A megengedettség érdekében elmozgatott tevékenységek halmaza.
0 Az egy Iépésben optimalizalando tevékenységek halmaza.

r(1) Tevékenység erdforras-sziikséglete adott id6tartam esetén.
T Toréspontok halmaza.

Tqpy | (i) tevékenységre vonatkozd toréspontok halmaza.

(k) (rész)tevékenység (tényleges) befejezése ¢és (Im) (rész)tevékenység

Ut tmy (tényleges) kezdése kozott eltelt idd.

tmaxaeltm | (k1) és (I m) (rész)tevékenység kdzotti maximalis megszakithatdsagi 1d6.

(ij) tevékenységhez legkozelebb esé toréspont tavolsdga a tevékenység

lii) | kezdéséhez viszonyitva.
tij Tevékenység varhato idOtartama.
Azt az id6t mutatja meg, hogy az (i,j) tevékenységet mennyivel lehet visszatolni
t (egy lépésben), hogy az erdforraskorlatot nem tullépve a rakovetkezési relaciokat

ne sértsilk meg.

TPT | A projekt atfutasi ideje.

T, Rakovetkezési relaciok halmaza.

Azt az 1d6t mutatja meg, hogy az (i,j) tevékenységet mennyivel lehet visszatolni

fsti ugy, hogy a rakovetkezési relacidkat ne sértsiik meg.

v(t), t, | ON-LINE iitemezés esetén az Gjraoptimalizalas kezdete.

Ve(t) | Tevékenység valtozokoltség-igénye adott idétartam esetén.

Wiy |Kezdésiidd a megengedett megolddsban.

XGi,j) A megengedett megoldasban (i,j) tevékenység felhasznalt tartalékideje.

N Legkorabbi kezdési id6 a maximalisan parhuzamositott megolddsban. Kezdetben:
W | z4y=ESTy

a8 | f-eloszlas paraméterei.

Cij Az idotartam szorasa.

5.2-1 tablazat: a dolgozatban hasznalt, illetve bevezetett jelolések

5.3 Az algoritmusok szerkezete, tulajdonsagok oroklédése

Az egyes algoritmusok egy-egy plusz tulajdonsaggal rendelkeznek; amelyik

algoritmusbol 6roklddnek, annak az algoritmusnak a tulajdonsagait bovithetik tovabb. Az
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abran lathaté az algoritmusok egy Ilehetséges felépitése. A diagram legaljan a

legbonyolultabb, de egyben a legtdbb helyen hasznalhat6 algoritmus lathato.

ERALL-OPT,
OPT-BALL

OPT-RA

ERALL-OPT/NK,
LL/ARL

ERALL-OPT/ON-LINE/VK, 3
OPT-RALL/ON-LINE/VRL

ERALL-OPT/ON-LINE/TLY,
OPT-RALL/ON-LINE/VRT

ERALL-OPT/ON-LINE/EY, 1
OPT-BALL/ON-LINE/VR

ERALL-OPT/ON-LINE/VK ,TLV,EV/KLTG,
OPT-RALL/ON-LINE/AVBRLYRTVWR/COST

ERALL-OPT/ON-LINE/VK TLV.EV/KLTG/PP,
OPT-RALL/ON-LINE/VRL VRT,VR/COST/PP

ERALL-OPT/ON-LINE/VK ,TLV.EV/KLTG/PP/TE,
OPT-RALL/ON-LINE/VBRLVRT,VR/COST/PP/MR

5.3-1 4Abra: egy lehetséges felépitése az algoritmusoknak
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