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1. Bevezetd megjegyzések, témavalasztas

Abraham Gyula értekezését a Pannon Egyetem Informatikai Tudomanyok Doktori Iskola-
jaban készitette Dr. Dosa Gyorgy egyetemi tanar és Starkné Dr. Werner Agnes egyetemi
docens irdnyitasaval.

Az értekezésben leirt eredmények a tudoményos és miiszaki gyakorlat altal jol motivalt
komplex optimalizalési feladatok kordbbiaknal bizonyos szempontokbol elényosebb tulajdon-
sdgokkal rendelkez6 megoldéasaira vonatkoznak. A szerzd harom feladatosztallyal foglalkozik
az litemezés, ladapakolas és szallitdsos ladafedés témakorében. Ahogy a jol megvalasztott
magyarazo példakbol is kideriil, szamos fontos gyakorlati feladat visszavezethetd ezekre a
szamitasi szempontbol nehéz problémakra, igy minden elérelépés nemzetkozi érdeklGdésre
tarthat szamot. Kijelenthets tehat, hogy a disszertacioban vizsgalt problémak elméleti és
gyakorlati szempontbdl egyarant fontosak, a vélasztott metodika pedig korszert, és jol il-
leszkedik a doktori iskola kutatasi fSirdnyaihoz. Fontos itt megjegyezni, hogy a munkahelyi
vitan elhangzott javaslatokat és kritikakat a jelolt nagy gondossaggal kezelte az értekezés és
a tézisfiizetek végleges valtozataban.

2. A dolgozat formatumardl és struktarajarol

A magyar nyelvii dolgozat Gsszesen 166 oldal terjedelmii, ebbdl az érdemi rész (1-4. feje-
zetek) 100 oldal. A bevezetést egy jeloléseket és irodalmi el6zményeket targyald fejezet és
az egyes tézispontokhoz kapcsolodo 3 fejezet koveti. Az értekezéshez kapcsolodoan a jelolt
9 publikaciot sorol fel, az irodalomjegyzék pedig 6sszesen 97 hivatkozéast tartalmaz. Az ér-
tekezés strukturaja megfelel§ és altalaban véve aranyos, az abrék és tablazatok hatékonyan
segitik a fogalmak, problémakittizések és eredmények megértését. Osszességében elmond-
hato, hogy a dolgozat igényes szerkesztésti, és teljesiti a doktori iskola altal meghatarozott
formai kovetelményeket.



3. Az egyes fejezetek tartalmi osszefoglalasa

1. fejezet (Bevezetés)

A bevezets fejezet a disszertacioban vizsgalt feladatosztalyokat és a jelolt altal alkalmazott
technikakat véazolja fel tomoren. Lathato, hogy a szerzé komoly irodalomkutatast végzett a
rendelkezésre 4ll6 megoldasokkal és algoritmusokkal kapcsolatban, és latja a tovabbfejlesztési
lehetségek iranyait. Ezt a bevezetést a szerzé az 2-4. fejezetek elején tovabbi irodalmi el6z-
ményekkel kiegésziti. Ezek egyiittesen megfelels irodalmi és motivacios attekintést nytjtanak
az olvasonak.

2. fejezet

A 2. fejezet téméaja egy altalanos és nehéz iitemezési probléma megoldésanak tamogatasa
megerdGsitéses tanulassal. Itt feladatokat kell gépeken végrehajtani egyszert sorrendi korla-
tozasok betartasaval. A cél a teljes végrehajtasi id6 minimalizalasa. A jelolt a megoldasi
modszert alapvet&en két részre osztja egy iterativ eljaras keretében: adott fizibilis sorrend
esetén a tevékenységeket moho megkozelitéssel litemezi, a sorrendet pedig megerdsitéses ta-
nuléssal probélja javitani igy, hogy a végrehajtasi id6 tovabb csokkenjen. A 2.3.-2.4. abrak
és a hozzajuk kapcsolodé magyarazatok nagyon jol mutatjak a megfelels sorrendcserék je-
lentGségét. A fejezet eredményeihez kapcsolodik az 1. téziscsoport.

3. fejezet

A 3. fejezetben a szerz6 klasszikus ladapakolasi probléma hatékony megoldasaval foglalkozik,
ahol targyakat kell elhelyezni ladakba tgy, hogy az egy ladédba pakolt targyak osszmérete a
lada kapacitasan beliil legyen, és minimalis szamu ladat hasznéljunk fel. A kiindul6 megfigye-
lés az, hogy viszonylag egyszerd moho algoritmusok meglep&en sikeresek lehetnek a pakolési
feladat optimaélis megoldasaban, valamint az, hogy a bemend adatok megfelels eléfeldolgo-
zasa lényegesen hatékonyabbé teheti bizonyos optimalizalasi feladatok megoldasat. A jelolt
két benchmark feladathalmazt vizsgal részletesen, és a feladatok fontos tulajdonsagait mint
el6zetes informaciokat kihasznélva 'testreszabott’ algoritmusokat dolgoz ki az optimalis meg-
oldasok megtalalasara. A szamitasi eredményeken keresztiill megmutatja, hogy a megoldok
nagy aranyban sikeresek és hatékonyak. A fejezet eredményeibdl sziiletett a 2. téziscsoport.

4. fejezet

A 4. fejezet egy 2010-ben bevezetett problémaosztallyal, az tn. szallitédsos ladafedéssel foglal-
kozik. A szerzs tobb kordbban publikélt 1adafedési algoritmust megvizsgalt és implementalt.
Egy korébbi algoritmust tovabbfejlesztett, amelynek szamitéasi példakon keresztiil bemutatja
az alkalmazhatosédgat. A fejezet {6 eredménye az Gj MMask algoritmus bemutatasa, vizs-
galata és paramétereinek optimalizalasa. A kozolt Gsszehasonlité eredmények meggy6zben
mutatjak, hogy a jol beallitott MMask moddszer hatékonyan tudja noévelni a nyereséget. A
megfelel6 paraméterek megvélasztdsaban itt is kulcsfontossaguak lehetnek a pakolandé 1a-
dakrol rendelkezésre allo el6zetes informaciok. A fejezet 0j eredményeit a 3. téziscsoport
Osszegzi.



4. A tézisfiuzetrol és a tézisek megfogalmazasarol

A tézisfiizet struktiurdja orvendetesen letisztult a munkahelyi vita 6ta. Megfelels terjedelem-
ben szerepelnek benne az irodalmi el6zmények és motivaciok, illetve az alkalmazott mod-
szertan legfontosabb elemei. A tézispontok megfogalmazésa kell6en tomor, az alpontokra
tagolas is megfelels. Esetleg néhéany mmegfogalmazast (1.1 alpont: ,felveszi a versenyt a
CPLEX megoldoval, de anndl sokkal gyorsabb” 2.2 alpont: Az FU algoritmus futdsi ideje
... jelentdsen kisebb, mint a HEA futdsi ideje " ) lehetett volna szamszerid adatokkal még
precizebbé és informativabbé tenni. A téziseket a jelolt sajat 1j eredményeinek elfogadom.

5. A dolgozathoz kapcsol6dé publikacidk

A szerz6 a tézisfiizetben 9 olyan publikéaciot sorol fel, amely kézvetleniil kapcsolodik az érte-
kezéshez. Ezek kozott harom referalt impakt faktoros elsé szerzés angol nyelvi folyoiratcikk
és 6 referalt konferenciacikk vagy -absztrakt szerepel. A folyoiratok koziil kiemelends a
Central European Journal of Operations Research, amely a témateriilet egyik meghatarozo
tudomanyos féruma. Minden tézispontot egy-egy referalt nemzetkozi folyodiratcikk és tobb
konferenciacikk tamaszt ala. A jelolt publikicios tevékenységével tehat teljesiti a doktori is-
kola kovetelményeit és altalaban a PhD fokozathoz nemzetkozi szinten is tartozé publikacios
elvarasokat.

6. Kérdések

1. Hogyan lehetne figyelembe venni a targyak méretének eloszlasara vonatkozo elGzetes
informaciot a 3. fejezetben ismertetett eljarasok teljesitményének hangolésa érdekében,
ha az eloszlas nem egyenletes?

2. Milyen elméleti és/vagy szamitasos vizsgalatokat javasolna, hogy tovabbi informaciokat
nyerjen a 74. oldalon megfogalmazott 1. Sejtéssel kapcsolatban?

3. Milyen megfontolasok alapjan hatarozta meg a 4.10. tablazatban szerepld paraméter-
beallitasokat?

4. A szomszédsagon alapuld keresés és a roviden felvazolt genetikus algoritmus mellett
még milyen lehet&ségeket 1lat az MMask algoritmus paramétereinek optimalizalasara,
javitasara? Hogyan kezelné az algoritmus egész paramétereit olyan esetben, amikor
magaban az optimalizalasban folytonos valtozok szerepelnek?

7. Osszegzés

Osszefoglalva megallapithaté, hogy Abraham Gyula a kombinatorikus optimalizalas teriile-
tén érdekes és fontos kérdéseket vizsgalt, és az altala kidolgozott eredmények tjszerd meg-
oldasokat adnak a kitizott problémakra. A téziscsoportokban megfogalmazott eredmények



ujdonsagat elfogadom. A jelolt az értekezés témakorében kell§ szami rangos nemzetko-
zi publikacioval rendelkezik. A javaslom a nyilvanos vita kittizését és sikeres védés esetén
Abraham Gyula részére a PhD fokozat odaitélését az informatikai tudomanyok teriiletén.
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