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A disszertacid kis idokésés hatasat vizsgalja harom kiilonbozé idokésleltetett rendszerosztaly
esetén. A disszertacid ennek megfelelden hdrom részre tagolt, minden részhez egy-egy tézis
tartozik, melyek mindegyike harom altézisbol all. A f6 eredményeket a fejezetek végén
numerikus szampéldak szemléltetik. A tézisek az 5. fejezetben vannak megfogalmazva, és itt
kapunk kitekintést a tovabbfejlesztési lehetdségekrodl is. A disszertacidé konnyen olvashato és
konnyen kovethetd, a nyelvezete megfeleld. Az irodalmi attekintés alapos, az
irodalomjegyzékben 128 publikaci6 taldlhatd. A magyar és az angol nyelvii tézisfiizet
Osszhangban all a disszertacidval.

A disszertacio harom kiilonb6z6 idékésést tartalmazo rendszerosztaly (folytonos idejii rendszer
pontszeriit és megoszlo idokéséssel illetve diszkrét idejii rendszer végtelen idokéséssel)
kozonséges differencidlegyenletekkel vald kozelitésével foglalkozik rendszerelméleti és
iranyitastechnikai alkalmazasokkal. A f6 cél azt megmutatni, hogy 1étezik egy kozonséges
differencialegyenlet-rendszer, amelyik aszimptotikusan ekvivalens az eredeti késleltetett
rendszerrel, feltéve, ha az id6késés eleget tesz bizonyos kicsinységi feltételnek. Ekvivalencia
alatt azt értjiik, hogy a két rendszer megoldasa egymashoz tart, és a késleltetett rendszer
dominans (leghagyobb valos részii) gyokei megegyeznek a kozelité rendszer gyokeivel. Mas
kozelitésekkel ellentétben, a kozelité rendszer allapotvaltozojanak hossza ugyanaz, mint az
eredeti rendszer allapotvaltozoja.

A bevezetés utan a 2., 3. és a 4. fejezetekben folytonos, diszkrét és Gjra folytonos rendszerek
vizsgalatat mutatja be a jelolt. Itt taldn a 3. €s a 4. fejezet sorrendjét meg lehetett volna cserélni,
hogy a folytonos rendszerek vizsgélata egymas utan kovetkezzen, de a jelenlegi sorrend is
logikus, hiszen a diszkrét rendszerek végtelen sok idokéséssel egyfajta atmenetet teremtenek a
megoszlo idékésése rendszerekhez.

Pontszeri idOkésések esetén a kicsinységi feltételt a (2.1) egyenlet definidlja, a kozelitd
rendszer allapotmatrixat pedig a (2.3) implicit matrixegyenlet adja. A jeldlt iterativ modszereket
adott meg az analitikus egyenletek megoldasanak kozelitésére és megmutatta, hogy az iteracios
hiba exponencidlisan nulldhoz tart. Megmutatta, hogy a kozelitdé rendszer sajatértékei
megegyeznek az eredeti rendszer domindns sajatértékeivel és az iteracid soran kapott
sajatértekek exponencidlisan tartanak az eredeti sajatértékekhez. A kozelitdé modszert
kiterjesztette korlatos inhomogén tagot tartalmazd rendszerekre is. Az eredményeket
megfigyelhetdségre ¢€s detektalhatosdgra is alkalmazta. Fontos gyakorlati eredmény, hogy a
klasszikus allapotmegfigyeld tervezési mddszerek tovéabbra is alkalmazhat6ak maradnak a
kozelitd rendszer felhasznalasaval.

Megjegyzés: A 2.3.12 tételben a (2.22) egyenlet akkor nem teljesiil, ha a késleltetett
rendszernek van n-nél tobb pozitiv valos részli gyoke. Ezt az esetet valosziniileg a kicsinységi
feltétel kizarja, de talan van erre egy szemléletes magyarazat is.



Diszkrét idejii végtelen sok idokésést tartalmazo rendszerek esetén a kicsinységi feltételt a (3.1)
egyenlet definialja. Ebben az esetben az aszimptotikus ekvivalenciat biztositd kozelitd
egyenletet a (3.7) adja. A rendszermatrixot ebben az esetben is egy implicit matrixegyenlet (3.8)
megoldasa adja, amely megoldasra egy iterativ mddszert is mutat a jeldlt. Az eredményeket
véges idOkésést tartalmazo inhomogén egyenletekre is kiterjesztette. A Kapott eredmények a
folytonos idejii eredményeknek egyfajta analdgiaja.

Megjegyzés: Ebben az esetben is felmertil a kérdés, hogy ha az eredeti rendszernek tobb, mint
n db w-nal nagyobb abszolut értékli gyoke van, akkor ezeket mar nem adhatja meg a kozelitd
rendszer. Ebben az esetben is valoszintileg a kicsinységi feltétel kizarja ezt a lehetdséget.

Folytonos idejii megoszl6 id6késést tartalmazo rendszerek esetén a kicsinységi feltételt a (4.1)
egyenlet definidlja. Az aszimptotikus ekvivalenciat biztosito kozelitd egyenletet a (4.2) adja és
a rendszermatrixot a (4.3) implicit integralegyenlet megoldasaként kapjuk. A megadott
kicsinységi feltétel a Driver altal megadott feltétel altalanositasa. Megoszlo idokésés esetén
stabilizalhatosagi feltételt is megadott a jelolt.

Osszességében a dolgozatot értékes munkanak tartom, melyet érzésem szerint mérnoki
feladatokban is gyakran lehet alkalmazni. Kiilon €lvezetes volt a szakirodalmi attekintést
olvasni, kiilonosképpen azt, hogy a jelolt munkaja tobb, mint 50-60 éve sziiletett
eredményekhez kapcsolodik ¢€s a kis idOkéséses rendszerek elméletének alapjait megteremtd
matematikusok (Ryabov, Kurzweil, Driver) munkajat altalanositja valamint egésziti ki. Itt még
a jelolt figyelmébe ajanlom a lent megadott [1] és [2] publikacidkat is Kurzweiltdl és Drivertol.

A disszertaci0 mind a harom tézisét, és azoknak az alpontjait is elfogadom uj
eredménynek. Ezek alapjan javaslom az értekezés doktori fokozat megadasanak alapjaul
torténo elfogadasat.

Néhany kérdés, amely a disszertacid olvasasa kdzben felmeriilt bennem, és inkabb tovabbi
munkakra tett javaslat:

Hogyan lehet a folytonos idejii eredményeket mintavételezéses rendszerekre alkalmazni, pl.
digitalis szabalyozas (nullad-rendii tartd) esetén. Az idokésésre érvényes felsé hatar (pl. 0.278s
az 1.1 abran) mintavételezéses szabalyozas estén mekkora mintavételezési idére (Ts)
alkalmazhato.

A fejezetek végén bemutatott numerikus példak nagyon tanulsagosak, de mérnoki szempontbol
a paraméterek terében vald vizsgalat hasznosabb lenne. Az eredményeket jol lehetne
szemléltetni egyszerli, kevés paramétert tartalmazd egyenletek esetén. Példaul a pontszerii
idokésés estén a Hayes-egyenlet lenne erre alkalmas: x(t) = ax(t) + bx(t — 7). Azaésab
paraméterek sikjan melyik tartomanyokban lehet a 7 =1 id6késést kicsinynek nevezni?
Hogyan viszonyul ez a tartomany a stabil tartomanyokhoz?

A pontszer(i id6késéshez hasonloan a megoszl6 id6késés esetén a Cushing-egyenlettel lehetne
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szemléltetni a paraméterek hatasat: x(t) = ax(t) +b f_rw(s)x(t +s)ds, pl. w(s) =1

mellett. Hasonldan a pontszerti idokésés esetéhez, itt is felmeriilhet a kérdés, hogy az a és a b

paraméterek sikjan melyik tartoméanyokban lehet a T = 1 iddkésést kicsinynek nevezni és
hogyan viszonyul ez a tartomany a stabil tartomanyokhoz?

crer

lehetne vizsgalni, a legegyszeriibb esetben r = 1 esetén, szintén az (a, b) paramétersikon.



A fenti harom egyenleten clvégzett paramétervizsgalattal véleményem szerint mérnoki
szempontbol is latvanyosan szemléltetni lehetne a disszertacio eredményeinek lényegét.
Szabalyozasi rendszerek esetén az a paraméter a nyitott rendszert jellemzi, a b pedig a
visszacsatolast. Ez természetesen csak egy javaslat a PhD utani tovabbi munkékra.

Egy gyakorlati szempontbol fontos altalanositasi lehetdség az eredmények idében valtozo
paraméterti rendszerekre valo alkalmazasa. Els6 korben periodikus egylitthatoju egyenletekre
lehetne altalanositani a folytonos pontszerli idOkésést tartalmazorendszerekre kapott
eredményeket. llyen egyenletekkel sok mérnoki problémat le lehet irni, pl. marasi folyamatok
soran keletkezd rezgéseket tipikusan periodikus egyiitthatoji késleltetett egyenletek irjak le. A
periodikus rendszerekre valo altalanositds matematikai szempontbol talan még kezelhetd
feladat. Altalanos id6fiiggd rendszerekre valo altaldnositas valoszintileg joval bonyolultabb. Ez
is csak a PhD utani tovabbi munkara tett javaslat.
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