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A fejezettel kapcsolatos korabbi hianyérzetemet, miszerint nem kerdlt ismertetésre ,vajon miért nem
elterjedt még mindig az ipari gyakorlatban (altalanos, mindennapi alkalmazas), az egyébként
technologiai szempontbdl érett, és tudomanyosan igazolt hatékonysagli megoldasok hasznalata” U
tartalmi elemek ismertetik. Ezt érdemesnek tartom a szdbeli vitan tovabbi révid targyalasra.

Koszonodm a visszajelzést! A nyilvanos doktori védésemre készUlok extra diaval, ahol visszatérhetliink
ennek a témanak a megvitatasara.

llletve néhany tovabbi alkalmazasi példat megemlitenék, ami bizonyitja, hogy az ipari elterjedés is
folyamatban van mar. A Bosch-nal Data scientist projektek keretében adatmodellezésben
alkalmazzasok az ontoldgidkat, valamint kimondottam termel6 rendszerek esetén a ‘LIS: A
Knowledge Graph-based Line Information System’ rendszert dolgoztak ki MES és ERP feladatok
ellatasara ontoldgiak alapjan. A Kuka Robotisc-nal ‘Semantic Data Management’-et alkalmaznak az
igen komplex és nagy szamu robotkar poziciok, mozgasmintédk és muivelet médok modellezésére.
Tovabba személyes tapasztalatom a Siemens Energy-nél is talalkoztam szemantikus technoldgiakkal,
amikor az ‘Energy Transmission’ Uzletagban dolgoztam 2021-ben, komplex er6saramu halézatok graf
alapu modellezésére és optimalizalasra alkalmazzak.

Az 1.1.1 abra szemléletesen mutatja be az ontoldgiak illetve tudasgrafok irodalmanak fejlédését: mi
lehet az oka annak, hogy elébbi mintha ,stagnalna”? Az elényok és hatranyok 6sszehasonlitasa jol
ismerteti a két terllet k6zotti kuldnbségeket, de szdmomra nem egyértelmi hogy ezek alapjan ekkor
kilénbségnek kellene mutatkoznia.

Az abra készitése soran csak a Scopus adatai kertltek felhasznalasra, ami okozhat torzitast, valamint
feltételezhetden a publikaciok cimében, és kulcsszavakban az ‘ontolégiat’ egyre inkabb a ‘tudas graf’
kifejezés veszi at. Tovabba ami ezen abranak nem része a ‘semantic technology’ kifejezés is gyakran
el6fordul a korabbiak mellett.

Az ontolégiak elényeinél szerepel, hogy a SPARQL gyorsabb lekérdezéseket tesz lehetéve adott
esetekben, ez szamomra némileg ellentmond a késébbi pontban megfogalmazott szamitasi
komplexitasoknak.

Alapvetéen a SPARQL az RDF tipusu adatok lekérdezésére lett tervezve, igy ha az adatok RDF
formatumban vannak strukturalva, akkor a SPARQL hatékony valasztas lehet. Azonban a
lekérdezések bonyolultsaga, az adatkészlet mérete, heterogenitasa és a kilonbdz6 technoldgiak altal



alkalmazott optimalizélasi technikdk mind befolyasolhatjak a teljesitményt. Tehar érdemes a
kilénb6z6 adat lekérdezeési technologiakat tesztelni és dsszehasonlitani a specifikus kdrnyezetben,
hogy meghatarozhato legyen az optimalis.

llletve ipari példaként megemliteném az amerikai, big data elemzésére szakosodott Palantir vallalatot,
melynek egyik f6 szoftver szolgaltatasa a ‘Palantir Foundry’ egy ontolégia alapu vallalatiranyitasi
rendszer ami tobbek kozott képes él6 adat elemzésre, szamos optimalizaciés megoldast nyujt,
valamint machine learning és Al eszkdzok integralasanak kdszdnhetbéen a skalazhatésag is megoldott
komplex, és nagy mennyiségl adatok esetén is (https://www.palantir.com/platforms/foundry/).

A 1.2 fejezet egy bonyolult korlatozas-rendszerrel (task-operator-equipment-skill) biré sorkiegyenlitési
feladatra ad heurisztikus megoldast. A bemutatott Uj tudomanyos eredményeket a tesztek igazoljak,
valamin az atolgozott valtozat tartalmaz egy érzékenységvizsgalati kisérletsorozatot. Az eredmények
alapjan a megoldas érzékeny néhany paraméter megvaltozasara, a kérdésem, hogy ezeket az
eredményeket figyelembe véve a gyakorlatban mely megoldast javasolna megvalésitasra, illetve mi
alapjan lehet elddnteni hogy az alternativ megoldasok melyike a legmegfelel6bb ipari kdrnyezetben?

A feladat megoldhaté paraméter optimalizalassal, vagy egyszerlien az egyes faktorok sulyozasaval,
amelyhez az adott ipari teriiletet domain tudasa adja az alapot. gy az alternativ megoldasok koziil az
adott termelési kritériumok mellett, az id6-, képzettség- és eszkdz alapu célok (koltségek) kozotti
megfelel6 egyensulyt adé megoldast valasztanam. Tovabba, adott ipari kdrnyezettdl fligg&en
valtozhatnak az id6 alapu cél mellett az eszkdz- és a képzettség célok fontossaga, melyet
befolyasolhatnak példaul a termel6 folyamatok technoldgiai kotottségei, eréforrasok vagy
megmunkald gépek limitacidja.

A sajat eredmények a korabbi valtozathoz képest hangsulyosabban jelennek meg a fejezetben, a
megoldas skalazhatdésagardl tovabbra is kevés szd esik. Van erre vonatkozéan valamilyen
teszteredmény, esetleg tapasztalat?

A skalazhatésagat kifejezetten nem vizsgaltam, ugyanakkor a kidolgozott és tovabbfejlesztett
szimulalt hltéses optimalizacié hatékonysaganak készdnhetéen nagyobb ipari problémakon is gond
nélkul alkalmazhatonak kell lennie. Az algoritmus komplexitasa alapvetéen nem valtozik, mivel a
kombinalt célfiggvény az eredeti célok linearis kombinacidja (a részcélok egymasnak részben
ellentmondanak) igy a keresési tér komplexitasa sem valtozik. Ugyanakkor olyan eset eléfordulhat,
hogy gyorsabb lesz az optimalizacioés algoritmus eredményének konvergencigja, ha csak egy cél
kertl figyelembe vételre.

A 11.3.1.2 ismerteti az algoritmus inicializalasat, amely jellemz&en valamilyen véletlen allapotbdl indul.
A doktorjeldlt megemliti, hogy célszer(i Ilehet tObbszér futtatni az algoritmust kilonb6z6,
véletlenszerlien generdlt kezdeti allapotokbdl. llyenkor, adott esetben kilonbdz6 megoldashoz jutva,
hogyan lehet aggregalni az eredményeket, és javaslatot tenni a végsé megoldasra?

A tdbbszori futtatés csak az algoritmus hangolasara vonatkozik, melyet minden halézat esetén az
els6é alkalmazasnal kell megtenni, ekkor az eredmények csakis kulon értelmezhetéek és a
legkedvezdbbek alapjan valaszthatd ki a paraméter halmaz, melynek megoldasa természetesen
kivalthatd akar paraméter optimalizalassal is. A kidolgozott algoritmus elénye, hogy az adott
halézaton a kezdeti felparaméterezést kovetéen mar nagysagrenddel gyorsabban képes megtalalni a
kozdsségeket a haldzatban, ezaltal hatékonyan elemezhet6 az adott rendszer akar periodikusan, akar
online médon.

Az uj tablazatos eredményeknél nem vilagos (11.3.2, 11.3.3 tablazatok), hogy mit jelent a C (talan ez a
kdzdsségek szama?), és miért van emlitve m a tablazat szovegében, ugyanis nincs hasznalva. Talan
gépelési hiba?



Ehhez kapcsolédd kérdés, hogy amennyiban C —> m_hogyan lehetséges hogy pl. a masodik teszt
esetén az érték (19) kivil esik a minimum és maximum altal megadott (20-50) tartomanyon?

A ‘lI1.3.1.1 Cost function - Modularity’ fejezetben emlitésre kerll, hogy a ‘C’ az adjacencia matrix
particidinak szama. A 11.3.2, 11.3.3 tablazatok leirasanak esetében sajnos gépelési hibat ejtettem, és
helyesen valéban ‘community number (C). Tovabba az ‘m(min) és ‘m(max)’ értékek node szamban
kifejezve adjak meg, hogy minimum, illetve maximum hany darab csomopont keriilhet egy
kozosségbe a mesterséges generalas (LFR) soran. Tehat példaul 11.3.2-es tablazat esetén 1000
csomoponttal rendelkezdé haldézatban az adott csoportokban minimum 20, maximum 100 node
kertlhet (ezen tartomanyban véletlenszer(ien), igy 19, illetve 24 értékl a ‘C’ kézb6sségek szama a
hal6zatokban.

Jol értem, hogy a sajat megoldas kevésbé érzékeny a paraméterek valtozasa, a vizsgalt egyéb
modszerekhez képest? Kérem tisztazni, hogy miért az adott mddszereket vizsgalta, illeve valdban
ezek-e jelenleg a terllet leghatékonyabb algoritmusai.

Kbészdnhetéen annak, hogy a megfelel6 hangolas mellett (gamma és resolution értékek) a bemutatott
algoritmus képes detektalni a megfelelé szamu kozosséget a halozatban (11.3.5. abra), az NMI és ARI
mutatészamok is magasabbak a tobbi mddszeréhez képest. Az algoritmus implementalasa Matlab
kdérnyezetben tortént, igy az 6sszehasonlitas soran toolbox-okban elérhetd és hasonléan modularitas
alapu kozosség detektdld algoritmusokkal tortént az Osszehasonlitds. Tovabba a jelenleg is
folyamatban |évd publikdlas soran a teljes algoritmust, a széleskorlibb tesztelés érdekében
implementaltam Python-ban, ahol az alabbi algoritmusokkal is 6sszehasonlitom: ‘Greedy, Louvain,
Label propagation, Leiden modularity’. Ezen tesztek soran is az eredmények hasonl6 tartomanyban
vannak, mint ahogy a disszertacidban bemutatasra kerdilt.



